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Resumo

Assistentes de prova sdo ferramentas de software que sdo usadas na mecanizacdo da
constru¢ao e da validacdo de provas na matemaética e na ci€ncia da computacao, e também no
desenvolvimento de programas certificados. Diferentes ferramentas estdo sendo usadas de forma
cada vez mais frequente para acelerar e simplificar a verificacdo de provas, € o assistente de
provas Coq € uma das mais conhecidas e utilizadas. A teoria de linguagens e de autdmatos
€ uma drea bem estabelecida da matemadtica, com relevancia para os fundamentos da ciéncia
da computacgdo e a tecnologia da informagdo. Em particular, a teoria das linguagens livres de
contexto € de fundamental importancia na andlise, no projeto e na implementacao de linguagens
de programacdo de computadores. Este trabalho descreve um esfor¢o de formalizagao, usando
o assistente de provas Coq, de resultados fundamentais da teoria cldssica das gramdticas e
linguagens livres de contexto. Estes incluem propriedades de fechamento (unido, concatenagao
e estrela de Kleene), simplificagdo gramatical (eliminagao de simbolos intteis, de simbolos
inacessiveis, de regras vazias e de regras unitdrias), a existéncia da Forma Normal de Chomsky
para gramaticas livres de contexto e o Lema do Bombeamento para linguagens livres de con-
texto. Para alcancar estes resultados, diversas etapas precisaram ser cumpridas, incluindo (i) o
entendimento das caracteristicas, da importancia e dos beneficios da formaliza¢cio matematica,
especialmente na ciéncia da computacio, (ii) a familiarizacdo com as teorias matematicas funda-
mentais utilizadas pelos assistentes de provas, (iii) a familiarizacdo com o assistente de provas
Coq, (iv) a revisdo das estratégias usadas nas provas informais dos principais resultados da teoria
das linguagens livres de contexto e, finalmente, (v) a selecdo e adequacado das estratégias de
representacdo e prova adotadas para permitir o alcance dos resultados pretendidos. O resultado é
um importante conjunto de bibliotecas cobrindo os principais resultados da teoria das linguagens
livres de contexto, com mais de 500 lemas e teoremas totalmente provados e verificados. Esta
€ provavelmente a formalizacdo mais abrangente da teoria cldssica das linguagens livres de
contexto jamais feita no assistente de provas Coq, e inclui o importante resultado que € a for-
malizacdo do Lema do Bombeamento para linguagens livres de contexto. As perspectivas para
novos desenvolvimentos a partir deste trabalho sdo diversas e podem ser agrupadas em trés dreas
diferentes: inclusido de novos dispositivos e resultados, extracdo de c6digo e aprimoramentos

gerais das suas bibliotecas.

Palavras-chave: Assistentes de provas. Coq. Formalizacdo. Teoria de linguagens. Linguagens

livres de contexto. Gramaticas livres de contexto.






Abstract

Proof assistants are software-based tools that are used in the mechanization of proof
construction and validation in mathematics and computer science, and also in certified program
development. Different such tools are being increasingly used in order to accelerate and simplify
proof checking, and the Coq proof assistant is one of the most known and used. Language and
automata theory is a well-established area of mathematics, relevant to computer science founda-
tions and information technology. In particular, context-free language theory is of fundamental
importance in the analysis, design and implementation of computer programming languages.
This work describes a formalization effort, using the Coq proof assistant, of fundamental results
of the classical theory of context-free grammars and languages. These include closure properties
(union, concatenation and Kleene star), grammar simplification (elimination of useless symbols,
inaccessible symbols, empty rules and unit rules), the existence of a Chomsky Normal Form for
context-free grammars and the Pumping Lemma for context-free languages. To achieve this,
several steps had to be fulfilled, including (i) understanding of the characteristics, importance and
benefits of mathematical formalization, specially in computer science, (ii) familiarization with
the underlying mathematical theories used in proof assistants, (ii1) familiarization with the Coq
proof assistant, (iv) review of the strategies used in the informal proofs of the main results of the
context-free language theory and finally (iv) selection and adequation of the representation and
proof strategies adopted in order the achieve the desired objectives. The result is an important
set of libraries covering the main results of context-free language theory, with more than 500
lemmas and theorems fully proved and checked. This is probably the most comprehensive
formalization of the classical context-free language theory in the Coq proof assistant done to the
present date, and includes the remarkable result that is the formalization of the Pumping Lemma
for context-free languages. The perspectives for the further development of this work are diverse
and can be grouped in three different areas: inclusion of new devices and results, code extraction

and general enhancements of its libraries.

Keywords: Proof assistants. Coq. Formalization. Language theory. Context-free languages.

Context-free grammars.
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Introduction

The fundamental mathematical activity of stating and proving theorems has been tradi-
tionally done by professionals that rely purely on their own personal efforts in order to accept or
refuse any new proposal, after extensive manual checking. This style of work, which has been
used for centuries by mathematicians all over the world, is now changing thanks to computer

technology support.

The so called “proof assistants” are software tools that are executed in regular computers
and offer their users a friendly and fully checked environment where one can describe mathemat-
ical objects and its properties, and then prove theorems about them. The main advantage of their
use is to guarantee that proofs are correctly constructed and fully checked. Support for proof
automation (that is, automatic proof construction) is also provided in different levels, but this
is not the main focus. When applied to program development, these tools are also helpful in
checking the correctness of an existing program and also in the construction of correct programs.
In order to obtain these benefits, however, the user must first be familiar with the underlying
mathematical theory of the chosen tool, as well as the associated languages and methodologies

required to obtain these proofs.

Language theory is a fundamental area in mathematics and computer science, which
started in the 1950s and was extensively developed during the 1960s and 1970s. New application
domains, such as bioinformatics, web networking and model checking, have led to new reasearch
and developments in this area in the last 20 years. Language theory provides important results
about the study and development of artificial languages, as well as language processing technol-
ogy, and relevant conclusions about the limits and properties of the computation process itself.
In particular, context-free language theory is key in the areas of programming language analysis,
design and implementation. Despite its huge number of results, in the form of notations, devices,
lemmas and theorems, which are fundamental to both theoretical computer science and practical
computer technology, this area has not received too much attention in respect to formalization
and development of fully checked demonstrations. As it will become clear in Chapter 4, the
first efforts date from mid-1980s but only since 2010 a few more comprehensive works in this

direction have appeared.



18 CHAPTER 1. INTRODUCTION

This work is about the mathematical formalization of an important subset of the context-
free language theory, including some of its most important results such as the Chomsky Normal
Form and the Pumping Lemma. The formalization has been done in the Coq proof assistant,
using its underlying mathematical theory, the Calculus of Inductive Constructions. This repre-
sents a novel approach towards formal language theory, specially context-free language theory,
as virtually all textbooks, general literature and classes on the subject rely on an informal (tradi-
tional) mathematical approach. The objective of this work, thus, is to elevate the status of this
theory to new levels in accordance with the state-of-the-art in mathematical accuracy, which is
accomplished with the use of interactive proof assistants.

Before discussing the formalization, however, the mathematical framework on which it
has been developed is introduced. This discussion starts with a brief overview of the character-
istics, applications and importance of interactive proof assistants in general. Proof assistants,
although available in different forms and flavors, share many characteristics, and this is the
subject of Chapter 2.

The acceptance, usage and importance of proof assistants in computer formalizations
and machine-checked developments are increasing very rapidly, as well as the complexity of the
projects that are being addressed by such tools. This can be confirmed by the projects (mostly in
Coq) presented and discussed in Chapter 3.

The mathematical framework and the tool used in the formalization are presented in
Appendix A and Appendix B. In both cases, a tutorial style was adopted in order to ease the
understanding for the readers not familiar with the topics, and can be skipped by the experts.

Appendix A presents the theoretical background required to understand and use modern
proof assistants in general, and Coq in particular. Although this technology is recent (first
experiments date from late 1960s), the theory behind them dates from the beginning of the 20th
century and should be considered independently. The structure of this appendix follows more or
less the logical development and interrelationship of its constituents: propositional and predicate
logic, natural deduction, the lambda calculus of Church (both untyped and typed versions), the
Curry-Howard Correspondence, and finally the Calculus of Inductive Constructions.

A brief description of the Coq proof assistant, which has been used in the present
formalization, is presented in Appendix B. This includes discussions about the interactive
environment used (CoqIDE), about its two languages Vernacular and Gallina and also about the
commands and techniques used for reasoning and computing in a formalization.

Formal language and automata theory formalization is not a completely new area of
research. In Chapter 4, a summary of these accomplishments is presented, which are then
considered in the context of our own proposal. It shows that most of the formalization effort on
general formal language theory up to date has been dedicated to the regular language theory, and
not so much to context-free language theory. Thus, this constitutes the motivation for the present
work.

Chapter 5 discusses the importance and scope of the theory formalized in this work,
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including its historical role in the sudy and implementation of artificial languages, specially
programming languages, and its relation to other language classes (Chomsky Hierarchy). Itis a
brief review of the devices included in the theory, along with their properties and main theoretical
results, which serves as a guideline for the formalization presented in Chapter 6.

Now, the idea of formalizing the context-free language theory in the Coq proof assistant
can be addressed in Chapter 6. In particular, the presentation includes the strategy and the method
adopted, the main definitions used, the lemmas and theorems that were proved, and insights into
the demonstrations that were constructed. Intermediate results of this work were presented in
the 9th and 10th Workshop on Logical and Semantic Frameworks with Applications (LSFA),
respectively Ramos and Queiroz (2014) and Ramos and Queiroz (2015). A list of the most
important lemmas and theorems of the main libraries of this work is presented in Appendix C,
along with brief descriptions.

Final conclusions are presented in Chapter 7, and include a presentation and a discussion
of the main contributions of this work. Among them, the fact that this is probably the most
comprehensive formalization of the classical context-free language theory done to the present
date in the Coq proof assistant, and also the remarkable result that is the second ever formalization
of the important Pumping Lemma for context-free languages (the first in the Coq proof assistant).

Despite the extensive formalization results already obtained, this project can still evolve
in many different directions, including code extraction for some operations, the formalization of
other grammar-related results of context-free language theory, the consideration of pushdown
automata and its relation to context-free grammars and the reconstruction and reorganization of
the whole development using the SSReflect plugin for Coq. These are the starting points for new

and related research projects, which are discussed also in Chapter 7.
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Proof Assistants

Proof assistants are software tools that enable the construction of formal proofs, expressed
in a specialized formal language, and the verification of their correctness (GEUVERS, 2009).
They represent the implementation of some formal mathematics in an interactive environment
where the user can formalize his theory or develop certified software.

Proof assistants enable, first of all, the user to describe the objects of his/her universe of
discourse. Then, to describe their behaviour and, finally, to prove properties exhibited by these
objects in the form of mathematical lemmas and theorems. All this, however, must be done in a
proper mathematical language, with a friendly syntax and a consistent and precise semantics, as
discussed in Appendix A.

This chapter is an introduction to proof assistants in general. In Section 2.1 we disccuss
the general characteristics of a typical proof assistant, regardless of the choice. We include,
in Section 2.2, a discussion about the benefits and drawbacks of using proof assistants and, in
Section 2.3, an overview of the first and influentital Automath automated proof checker. We end,
in Section 2.4, with a brief reference to the QED Manifesto, a historical document that expresses

the most pure and ideal objectives concerning mathematical formalization in various aspects.

2.1 Characterization

Proof assistants (also known as “interactive theorem provers”) are computer-based
software tools that help users to state and proof results in a certain theory (GEUVERS, 2009).
They date from as far as 1967, when de Bruijn launched the Automath project (BRUIIN, 1983),
and their development follows closely the development of computers and computer software
themselves. Since then, they have evolved a lot and many such systems are available today
(WIEDIJK, 2006). Among the most known and influential, it is possible to mention Coq
(BERTOT; CASTERAN, 2004; THE COQ DEVELOPMENT TEAM, 2015; INRIA, 2014),
ACL2 (KAUFMANN; MOORE; MANOLIOS, 2000), Automath (VARIOUS, 1994), Agda
(AGDA, 2015), HOL (VARIOUS, 1993), Isabelle (NIPKOW; WENZEL; PAULSON, 2002),
LCF (GORDON, 2000), Matita (ASPERTT et al., 2011), Mizar (BONARSKA, 1990), Nqthm
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(BOYER; MOORE, 1998), Nuprl (CONSTABLE et al., 1986) and PVS (PVS, 2015). Each
has its own specific features and is based on a particular mathematical calculus. Some of them
have inspired the development of the others. For most of them, a brief history of their main
characteristics, usage, evolution and perspectives can be found in Geuvers (2009) and also in
Wiedijk (2006).

Basically, a proof assistant is an interactive tool that allows the user to write expressions
that represent propositions/types and proofs/terms in its input language. Proofs/terms can then
be interactively built from propositions/types, and/or checked against them.

In the general case, proofs/terms can be built directly or indirectly. In the direct approach,
the proof or term is written directly by the user in the formal language adopted by the proof
assistant. In the indirect approach, the proof or term is constructed according to a set of high-level
commands issued by the user (also called “tactics’). Tactics exist to ease the construction of
proofs/terms, which may become quite long, complex and difficult to read very rapidly. In the
indirect approach, proofs/terms are partially built by the result of applying tactics to the current
goal in a proof session. New subgoals might be generated as the session continues. When no
more subgoals are generated, the proof/term is complete. In any case (direct or indirect approach)
the proof assistant checks that the constructed proof/term complies to the proposition/type
expression by making extensive analysis of its structure against the rules of the system. Feedback
to the user is given via error messages, if an error is found.

Proved theorems can then be saved and used later in other contexts. Libraries containing
whole theories can be built, compiled and deployed elsewhere. Some proof assistants offer a
graphical user interface, with windows, menus and so on, in order to increase user productivity.

In certain situations, the process of formal proof development might involve some level
of automation (when the assistant tries to prove at least part of the theorem without any help of
the user), but this is not usual since the problem of automatic proof construction is not decidable
in the general case and thus proof assistants have very limited capabilities in this respect. For
this reason, the process is normally guided by the strategy and hints interactively provided by the
user. On the other hand, in all cases it involves “automated proof checking”, which is a much
simpler process of checking that a proof is correctly constructed according to the inference rules
of the underlying theory.

The term “assistant” stresses the fact that such tools are not unrealistic automated theorem
provers, but instead assistants for a human that needs to state and prove a theory with a number
of lemmas and theorems, checking all steps of the development and offering some high level
actions that ease the construction of the proofs. This is done in the setting of an underlying
mathematical theory, whose characteristics drive the syntax and semantics of the language used
and also shapes the style of reasoning and computing that can be used to achieve the results. For
this reason, one must first consider the nature, the roots, the limits and the capabilities of this
theory before considering its use in a computational environment.

“Proof irrelevance” is an important concept when it comes to using a proof assistant to



2.2. BENEFITS AND APPLICATIONS 23

automate, as much as possible, the construction of proofs and terms. Since the importance of
a proof relies simply on its existence, no matter how long or complex it is, the use of a proof
assistant should place no burden when some automation is done in the process. This means,
essentially, that there are no important differences between two different proofs of the same
proposition. On the other hand, finding a term that complies with a specification might have
serious impact on its usage as a computer program, since readability and efficiency are standard
concerns. Two different terms might verify the same specification, but for practical reasons there
might be important differences between them. For this reason, proof assistants are not generally
considered when pursuing automated program development.

Proof assistants enable the user to formally prove theorems and/or to build programs.

But what is a formal proof anyway? As noted by Thomas Hales in Hales (2008):

“A formal proof is a proof in which every logical inference has been checked all the
way back to the fundamental axioms of mathematics. All the intermediate logical
steps are supplied, without exception. No appeal is made to intuition, even if the
translation from intuition to logic is routine. Thus, a formal proof is less intuitive,

and yet less susceptible to logical errors.”

Thus, a formal proof is not only a proof that is written in a precise and non-ambiguous
mathematical language, but also a construction that can be verified, in every step, according
to the fundamental axioms of mathematics. As this involves a lot of effort, not usually fully
undertaken by the practicing mathematician in the so-called informal proofs, the computer and

the proof assistant play an important role in making this a feasible task.

2.2 Benefits and Applications

The main benefits of using a proof assistant to develop mathematical theories and

computer software are:

= A powerful and uniform language is provided along the whole process of representa-

tion and proof building;
» Proofs and programs can be mechanically and efficiently checked;

» Program verification can be reduced to a simple type checking algorithm that can be

very fast and reliable;

» Reduced user time and effort necessary to check proofs and programs, specially long

and complex ones, as these are completely carried out by the machine;

» Because of the above, the checking process is also more reliable and less error-prone;
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= Equivalent proofs can be considered quantitatively, that is, against criteria such as

readability, level of abstraction, size, structure etc;
= Results can be stored for future reuse and can be easily retrieved in different contexts;

» Different proof strategies can be easily tested, saved and recovered, and results can
be easily combined (for example, a simple lemma can be used to prove another more

complex lemma);

» A proof assistant can interact with the user in order to ease the construction of the

proof or the program, sometimes doing all or part of the work;

» The user gets a deeper insight into the nature of the proof or program, enabling a
better understanding of the problem and usually leading to simpler or more efficient

solutions.

As pointed out by Georges Gonthier in Gonthier (2008a), an important benefit of devel-
oping a formal proof is not only to become sure of its correctness. Due to the level and quantity
of details involved, it is also an important exercise in getting a better understanding of the nature
of the proof, possibly leading to further simplification.

Current applications of proof assistants include the formalization of important mathe-
matical theorems, but are not limited to these. Relevant and more pragmatic uses include also
the automatic review of large and complex proofs in papers submitted to specialized journals,
and the verification of hardware and software components in computer systems, as noted by
John Harrison in Harrison (2008). In his paper, Harrison also includes a concise presentation of
the foundations, history, development and perspectives of the use of interactive proof assistants.
Other more ambitious applications include the development of correct software, specially those
used in critical applications, and the formalization of whole theories.

Not everything are advantages and benefits, however. A general claim against the use
of proof assistants is the low reliability of the results, caused by possibility of errors in the
underlying infrastructure. This includes bugs or failures in the code of the proof assistant itself,
in the processor of the high level language used to implement it, as well as in the related libraries,
in the operating system and in the hardware on which it is executed. This, however, can be
virtually eliminated as these infrastructure items are not specific to proof assistants. On the
contrary, they are usually commercial and large-scale products that are extensively used and
tested in wide variety of situations and over long periods of time, thus making it very unlikely to
confirm the worries of the claim.

Another important aspect of formal proofs is that their size can be much larger than the
size of the corresponding original informal proofs. This is due to the very detailed nature of these
proofs, and different researchers consider different expansion factors. If, on one hand, there is

a general agreement that the size of formal proofs is larger than the size of the corresponding
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informal proofs, on the other hand the value of this expansion factor is a polemic subject, since
different informal proofs of the same theorem may vary considerably in size (considered by
number of characters, lines or pages) and different authors use different methodologies. As an
example, however, we mention the work of Freek Wiedjik in Wiedijk (2012), for whom this
expansion factor seems to be the constant and equal to 4. He came to this conclusion after
comparing the size of the formal and informal proofs of different important projects in different
proof assistants. The factor became since then known as the “de Bruijn factor” in honor to
Nicolaas Govert de Bruijn, who first observed this phenomenon in the early 1980s while working
in the Automath project. Anyway, this number should not be taken as final or definitive, but only
as an evidence that formal proofs are indeed much larger than the corresponding informal proofs.

Other aspects that keep interactive proof assistants from being more popular are (i) the
reduced number of professionals and researchers already using them, which some relate to the
resamblance of their languages to computer code, keeping for example pure mathematicians
uninterested in the technology, and (ii) the slowly learning curve, which makes it very difficult
for newcomers to produce realistic and useful results in short to mid-term periods.

Proof assistants are normally implemented in some functional language (like Lisp,
Haskell, Ocaml and ML) and differ in some fundamental features, such as the support for
higher-order logic, dependent types, code extraction, proof automation and proof by reflection.
Most of them are developed and maintained by research institutes and universities in Europe and
USA, and can be freely used and distributed.

Freek Wiedijk compiled in 2006 a list of what he calls “The Seventeen Provers of the
World”, with the objective of gathering information on and comparing the features of the main
provers available by then (WIEDIJK, 2006). For this, he invited researchers with different formal
proof backgrounds and expertise to provide a formal proof of v/2 being irrational (Pythagoras’
Theorem) in different proof assistants, in order to highlight their usage style, expressive power,
limitations and capabilities. Also, the paper includes a profile of each of these assistants and
brings much insight into their nature and objectives, as well as their differences and unique

characteristics.

2.3 Automath

The history of the modern proof assistants starts in 1967 when Nicolaas Govert de
Bruijn, a Dutch mathematician, designed and later implemented the Automath proof checker
(VARIOUS, 1994; GEUVERS, 2009). His idea was less ambitious than the ones behind current
proof assistants: he only wanted computers to be able to check the correctness of mathematical
proofs, instead of having to do it by hand. As a consequence, the process would be more secure,
less error-prone and much faster and less tedious. To achieve his objective, he had to design
also a language in which statements and proofs could be expressed. The user would then write

down his theorems and proofs in this language, and the system would check their correctness



26 CHAPTER 2. PROOF ASSISTANTS

on the basis of the inference rules of the underlying calculus of the language. Because of this,
Automath is a term that refers both to the language and the checker of de Bruijn. In his own
words (BRUIJN, 1983) we find a simple and yet rich explanation of what Automath is and what

are its purposes:

“Automath is a language for expressing detailed mathematical thoughts. It is not a
programming language, although it has several features in common with existing
programming languages. It is defined by a grammar, and every text written according
to its rules is claimed to correspond to correct mathematics. It can be used to express
a large part of mathematics, and admits many ways of laying the foundations. The
rules are such that a computer can be instructed to check whether texts written in
the language are correct. These texts are not restricted to proofs of single theorems;
they can contain entire mathematical theories, including the rules of inference used

in such theories.”

Among the many contributions of the Automath project to the area of mathematical
formalization and the development of proof assistants, it is possible to mention (GEUVERS,
2009): (1) the treatment of proofs as first class objects and the idea that proof checking could be
reduced to type checking, which can be done in simple and efficient ways; (ii) the idea that the
system should be minimal (a logical framework with only abstractions, bindings, substitutions
etc) in order to allow the user to add his own inference rules and extensions and thus tailor the
system for his own purposes and (iii) the introduction of the powerful and expressive dependent
types (GEUVERS; NEDERPELT, 2013).

The idea of having independent proof objects allowed proofs to be easily checked
by simple programs, which should, in his perspective, be enough to convince users of their
correctness. This led to what is known today as the De Bruijn criterion, thanks to Barendregt and
Geuvers (BARENDREGT; GEUVERS, 2001): the proof checker should be independent of other
programs and as simple as possible, so that anyone could build his own if he so wishes. This
way it should not be difficult to achieve a high level confidence in the checker itself, otherwise a
critical component of the whole process.

De Bruijn was not aware of the Curry-Howard Isomorphism, and still reinvented it in
his own terms while working on Automath. The following statement is a testimony of that
(GEUVERS; NEDERPELT, 2013):

“An important thing I got from Heyting is the interpretation of a proof of an implica-
tion A — B as a kind of mapping of proofs of A to proofs of B. Later this became

one of the motives to treat proof classes as types.”

Automath influenced a large number of proof assistants that were designed and imple-
mented in the last 40+ years. Their designers usually recognize the pionerism of de Bruijn in

many aspects and still use his ideas, one way or another, despite the great advances verified
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in software and computer technology since then. A nice discussion of the origins, the main
characteristcs and the influence of Automath in other proof assistants can be found in Geuvers
and Nederpelt (2013).

2.4 QED Manifesto

Proof assistants may lead, in the future, to the fulfillment of the dream described in “The
QED Manifesto” (ANONYMOUS, 1994). Written and published by an anonymous group of
researchers dedicated to automated reasoning in 1994, the text claims for a single automated
repository of all mathematical knowledge and techniques, where the contents is previously
mechanically checked and then made freely available to researchers and students all over the
world.

Although important from an historical perspective, the practical consequences of this
initiative were very limited: only a mailing list and two conferences (1994 and 1995) were
organized following the publication. The reasons for this were analyzed by Freek Wiedijk 13
years later in Wiedijk (2007), and among the most relevant he lists (i) the reduced number of
people working with formal mathematics by then and (ii) the fact that, according to his opinion,
“formal mathematics does not resemble mathematics at all”, since “formal proofs look like
computer program source code”, unsuitable for use by pure mathematicians.

Surely much still has to be done, but the recent developments in the area of formal
mathematics, along with a wider use of related tools and specially the increasingly large and
complex projects that were undertaken since then, all point to the relevant role that the area will
play both in mathematics and computer science over the next years. The QED Manifesto dream

might not be too far in the future after all.

The discussion in this chapter introduced the main characteristics of a general proof
assistant, and showed that this technology has developed a lot in the last 50 years. The QED
Manifesto has not been fulfiled (yet), but the use of interactive proof assistants in both mathemat-
ical formalization and certified software development is already impressive. To prove this we
will now review, in Chapter 3, a few projects that confirm this impression.

After that, we will consider related formalizations in Chapter 4 and our own formalization
in Chapter 5 and Chapter 6. The necessary background for the latter consists of Appendix A, for
the formal mathematics implemented by the Coq proof assistant, and Appendix B, for the Coq
proof assistant itself.
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A Sampler of Formally Checked Projects

The increasing interest in computer-based formal mathematics over the recent years, the
great diversity, availability and robustness of the proof assistants available today, the power and
expressiveness of their underlying formal theories and the rapid evolution of computer systems in
the last decades, as discussed in Chapter 2, has led to a fast increase in the number of researchers
and professionals that are benefiting from them, while they work in larger projects of higher
complexity.

In the case of the Coq proof assistant, for example, these include a wide range of projects
in programming language semantics formalization (INRIA, 2015b), mathematics formalization
(INRIA, 2015a) and teaching in both mathematics and computer science curricula (INRIA,
2015c¢). Most projects are academic, but there are also important industrial applications, specially

in computer technology.

Besides that, Freek Wiedijk keeps a list that shows the formalization status of 100
important mathematical theorems that includes, for example, Fermat’s last theorem. The list
is updated continuously and is based on another list with the same theorems, chosen for “the
place the theorem holds in the literature, the quality of the proof, and the unexpectedness of
the result” (WIEDIJK, 2015). In 2008, Wiedijk reported that 80% of the theorems had already
been formalized in some proof assistant (WIEDIJK, 2008). He also expressed his belief that
this percentage would reach 99% in the next 3 years (that is, in 2011). As of December of 2015,
however, according to Wiedijk in Wiedijk (2015)), 91% of the theorems in the list had been
formalized in at least one proof assistant, thus showing that formalization is taking place at a
slower pace than he thought. The most used proof assistants in this list are, in decreasing order,
HOL Light, Mizar, Isabelle and Coq (both in 2008 and in 2015). Some simple theorems, such
as the irrationality of /2, have more than a dozen different proofs developed in different proof

assistants.

In order to show the nature and importance of some recent applications of interactive
proof assistants, we have selected six projects that will be briefly described in the next sections.
This selection includes three more theoretical and three more application-oriented projects, of

which five use the Coq proof assistant and one uses the Isabelle/HOL proof assistant. This should
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convince the reader of the rapidly increasing importance of doing formal mathematics and using

interactive theorem provers in current and future practice.

3.1 Four Color Theorem

It took one hundred and twenty four years since the Four Color Theorem was stated
until it was finally proved (1852-1976). It is an important theorem because (i) it has a simple

statement:

The regions of any simple planar map can be coloured with only four colours, in

such a way that any two adjacent regions have different colours.

and (i1) it was the first famous mathematical theorem to be proved with the aid of computers.
These proofs date from 1976 and 1995, when different mathematicians provided, respectively,
an initial proof that was very large and complex, and a more concise and readable demonstration
of it. Both relied on the use of computers to analyze hundreds of cases in the demonstration.
Because of this new way of proving mathematical theorems, the 1976 proof was very much
criticized for those that considered computers unsuited for this task for a number of reasons,
ranging from “unnatural” to “unreliable”.

Nevertheless, the 1995 proof still relied on partial human intervention, and for this reason
it can not be considered a fully computer-checked proof. This happened only ten years later, in
2005, when Georges Gonthier, then a principal researcher from Microsoft Research, with the
collaboration of Benjamin Werner of INRIA (Institut National de Recherche en Informatique
et en Automatique, the French research institution fully dedicated to computational sciences),
used the Coq proof assistant to develop a proof script that was completely verified by a machine
(MICROSOFT RESEARCH, 2006; GONTHIER, 2008b; GONTHIER, 2008a; GONTHIER,
2015).

Considered a milestone in the history of computer assisted proving, the importance of
this demonstration can be summarized in Gonthier’s own words (GONTHIER, 2015):

“Although this work is purportedly about using computer programming to help
doing mathematics, we expect that most of its fallout will be in the reverse direction

— using mathematics to help programming computers.”

In the same reference, he expresses the fundamental role that is reserved for mathematics as a
software development tool, with the aid of computers, and exposes new and exciting possibilities
and directions for formal mathematics and computer technology evolution.

With approximately 60,000 lines of code and 2,500 lemmas in the proof script, Gonthier
points that (GONTHIER, 2015):

“As with most formal developments of classical mathematical results, the most

interesting aspect of our work is not the result we achieved, but how we achieved it.”
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The effort in this project also led to a byproduct, an extension to the Coq scripting
language in the form of a new set of tactics designed to ease and reduce the development effort
by implementing a style of proof known as “small scale reflection”. This set turned out to be
a plugin for the Coq system, which is now available under the name SSReflect (WHITESIDE;
ASPINALL; GROV, 2012).

An important example of the cooperation between Microsoft Research and INRIA
(among others), this work was finalized in the same period when these organizations decided to
share efforts and create a new initiative dedicated to research on projects of common interest.
This culminated in an association between them that was formalized with the inauguration of the
Microsoft Research-INRIA Joint Centre in January of 2007 (MICROSOFT RESEARCH-INRIA
JOINT CENTRE, 2015b). Almost a year before it was inaugurated, three formal methods projects
were launched and, since then, a wide selection of projects is supported by the institution, mainly
in the areas of the application of mathematics to increase the security and reliability of software
and computer systems, and also on the development of new software tools and applications for

complex scientific data. Georges Gonthier is nowadays a researcher of the Joint Centre.

3.2 0Odd Order Theorem

Right after finishing the proof of the Four Color Theorem, Georges Gonthier engaged in
an even more ambitious project: the formal proof of the Odd Order Theorem, also known as the
Feit-Thompson Theorem. Conjectured by Burnside in 1911, it was first proved by Walter Feit
and John G. Thompson in 1963.

The work of Gonthier, of enormous importance, started in May of 2006 and ended in
September of 2012, thus consuming more than six years of a team led by him with full time
dedication. Besides Gonthier, a number of other people from Microsoft Research and INRIA
in several different locations worked together in order to achieve the result that rapidly gained
attention throughout the world (MICROSOFT RESEARCH-INRIA JOINT CENTRE, 2012b;
MICROSOFT RESEARCH-INRIA JOINT CENTRE, 2012a).

The theorem has deep implications both in mathematics (in the classification of finite
simple groups) and also in computer science (specially in cryptography). Although the theorem
states shortly (“any finite group of odd order is solvable™), its formal proof is approximately
150,000 lines long and contains some 13,000 theorems (almost three times the size of the Four
Color theorem formal script). These big numbers are not due to the formal approach used, since
the original demonstration by Feit-Thompson itself was quite long, with 255 pages of text.

The announcement by Microsoft Research (MICROSOFT RESEARCH, 2012) brings
interesting opinions by Gonthier, stressing the context, the importance and the consequences of

his work:

“The work is about developing the use of computers as tools for doing mathematics
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for processing mathematical knowledge. Computers have been gaining in math, but
mostly to solve ancillary problems such as type setting, or carrying out numerical
or symbolic calculation, or enumerating various categories of common natural
objects, like polyhedra of various shapes. They’re not used to process the actual
mathematical knowledge: the theories, the definitions, the theorems, and the proofs
of those theorems. My work has been to try to break this barrier and make computers
into effective tools. That is mostly about finding ways of expressing mathematical

knowledge so that it can be processed by software.”

In the same announcement Andrew Blake, director of Microsoft Research Cambridge,

summarizes:

“One may anticipate that this could affect profoundly both computer science and

mathematics.”

The whole development is presented in detail in Gonthier et al. (2013). As pointed out in

the conclusion by Georges Gonthier,

“The outcome is not only a proof of the Odd Order Theorem, but also, more
importantly, a substantial library of mathematical components, and a tried and tested

methodology that will support future formalization efforts.”

This library was indeed an important outcome of the formalization (as SSReflect was for
the Four Color Theorem), and includes in reality many different libraires on a great diversity of
topics such as numbers, combinatorics, finite group theory, algebra and avanced group theory.
Known as “Mathematical Components” (MICROSOFT RESEARCH-INRIA JOINT CENTRE,
2015a), it contributes largely to the growing interest in using the SSReflect extension in other

projetcs as well.

3.3 Kaepler Conjecture

The Kepler Conjecture is the oldest problem in discrete geometry. It is a problem about
the density of the packing of equally sized spheres, and states that under certain conditions this
density can not be greater than a certain amount. The Conjecture was part of the 18th problem
in the list produced by David Hilbert in 1900, with the 23 most challenging open mathematical
problems of that time.

It was stated in 1611 by the german mathematician Johannes Kepler, and many attempts
to prove it occurred during the next centuries. The proof was completed only in 1998 by the
american mathematician Thomas Hales, with the assistance of his graduate student Samuel
Ferguson, but published only in 2006. The reason why it took so long to be published is that the

work also relied on long and complex computer proofs, besides traditional mathematics, and this
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caused immense difficulties for the reviewers. As a consequence, it took many years to achieve a

good degree of confidence in the results, and the work was finally published without ever having
a complete certification. For this reason, Hales decided to formalize his work and in January
2003 he created and coordinated a team with the objective of producing a formal proof of the
Conjecture, including both the informal and computer parts of the proof. The so-called Flyspeck
project announced its conclusion in August 2014, and used the Isabelle and HOL/Light theorem
provers. Before that, however, it evolved into a “large international collaboration” and directly
involved 5 PhD students (HALES et al., 2015).

The page of the Flyspeck project on the Internet (HALES, 2015) contains links to the
code of the formal proof and to the official announcement of the conclusion of the formalization,
along with reports on the final and intermediate results. The whole formalization was based in
the book published by Hales on his proof (HALES, 2012), and a description of the formalization
can be found in Hales et al. (2015).

Without citing numbers, Hales states that Flyspeck has size and complexity similar to
the Odd Order (Section 3.2), CompCert (Section 3.5) and seL.4 (Section 3.6) projects (HALES et
al., 2015). He also states that Flyspeck has probably set a new record in terms of lines of code in
a verification project, and makes interesting considerations about the rewiewing process for both

the informal and the formal proofs developed by him and his group.

3.4 Homotopy Type Theory and Univalent Foundations of

Mathematics

The Univalent Foundations Program is an ambitious research program developed at the
Institute for Advanced Study in Princeton by a group led by Vladimir Voevodsky. It aims at
building new foundations for mathematics, as an alternative to classical set theory, and is based
on a new interpretation of Martin Lof’s constructive type theory into the traditional field of
homotopy (AWODEY, 2012; PELAYO; WARREN, 2012).

Lots of efforts are being put into this promising project, which now has the collaboration
of many researchers from different parts of the world. Large part of the development is done in
a modified version of Coq (another proof assistant, Agda, is also used) and, contrary to usual
practice, many theorems are first formally proved and then converted to an informal description
(VOEVODSKY, 2013). Although considered a work in progress, four important sources compile
the main results obtained so far: the official Homotopy Type Theory site (VOEVODSKY,
2015a), the GitHub repository where the development is done (VOEVODSKY, 2015b), the arXiv
page (VOEVODSKY, 2014) and the collaborative book “Homotopy Type Theory: Univalent
Foundations Program”, freely available for download (VOEVODSKY, 2013).
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3.5 Compiler Certification

Moving from strictly academic and theoretical projects into more applied and relevant
to computer science ones, it is possible to find some important commercial initiatives, such as
the CompCert project led by Xavier Leroy (LEROY, 2009; COMPCERT, 2015). CompCert is a
shorthand for the words “Compiler” and “Certification”, and refers to a compiler that was fully
verified by a machine in order to assure its semantic preservation properties: in other words, that
the low-level code produced as output has, in every case, the same semantics as the high-level
code taken as input.

Developed to be used in the programming of critical software systems, for which exhaus-
tive testing is a very difficult task, CompCert brings new perspectives into the construction of
safety-critical software for embedded applications, while generating code that still meets the
performance and size criteria required for this type of usage. To be certified, in this case, means
that all internal phases of the compiler were proved to implement correct translations, including
complex ones such as code optimizations. Thus, assuring that source and object code behave
in exactly the same way can be extremely useful when, for example, formally proving that the
source code satisfies all the required specifications, because these will also be satisfied by the
executable code. Otherwise, a formally certified source program compiled by a non certified
compiler could, due to programming errors in the implementation of the compiler, lead to code
that did not comply with the specifications.

CompCert translates a large subset of the C programming language into the PowerPC,
ia32 and ARM machine code, the choice of both being related to their popularity in real-time
applications, specially avionics. CompCert was not only certified in Coq, it was mostly developed
(programmed) in the proof assistant as well, thus making the whole project self-contained and
easier to reason about. With the help of Coq’s code extraction facility, functions and proofs could
easily be transformed into functional programs, thus leading to an efficient implementation. The
whole project consumed 3 person-years over a five years period, and comprises 42,000 lines of

Coq code.

3.6 Microkernel Certification

Generating certified low level code is important, but running this code on a certified
environment is of no less importance in order to assure that the expected behaviour is achieved.

Operating systems are critical components in every computer system and must be trusted
in all situations, as they provide an execution environment — supposedly reliable — for ap-
plication programs. Among its building blocks are microkernel programs that execute on the
privileged mode of the hardware, meaning that detecting and recovering from software faults
in this case is extremely difficult. This, of course, explains the interest in their mechanized

certification, which in this case means making sure that the final implementation conforms
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exactly to the properties of the corresponding high level specifications.

The selL4 project was developed with this objective (KLEIN et al., 2010). Consisting
of approximately 10,000 lines of C code, it was formally certified with the Isabelle/HOL proof
assistant and, as a result, it claims to exhibit ideal characteristics for this kind of program:
no crash and no execution of any unsafe operation (code injection, buffer overflow, general
exceptions, memory leaks etc), under any circumstances. The cost of certification was not low,
indeed: some 200,000 lines of Isabelle script had to be used or developed in order to complete
the proof, and consumed around 11 person-years. The authors believe, however, that with the
experience and lessons learned from this project, the size of new and similar projects could be
reduced to 8 person-years, which is the double of the estimate for equivalent projects without any
kind of certification. This means, in practice, that formal certification is indeed a real possibility,
even for a commercial product with thousands of lines of code, considering the benefits that can
be obtained. It is also interesting to note, in their work, that they considered not only the cost of
a full verification, but also the incremental cost of repeating the verification when some feature
is added or changed to the microkernel, which is a realistic attitude for projects that evolve over

time.

3.7 Digital Security Certification

Even before the Four Colors Theorem was mechanically proved, an important project of
digital security verification was being conducted with the support of the Coq proof assistant.

Java Card™

is one of the most important smart card platforms being used. It allows
users to carry with them, in a supposedly safe way, different applications that keep and share
personal data, such as banking, credit card, health and many others. Applications run on a Java
Card platform, and they can be preloaded or even loaded after the card has been issued to the
user.

Although the convenience and relevance of this technology is unquestionable, it raises
problems that must be adequately dealt with, specially related to the confidence and integrity of
the data stored in the card. In a context of multiple applications distributed by different companies
over different periods of time, “confidence” means that sensitive data can not be shared without
authorization, and “integrity” means that data cannot be changed without permission. Achieving
high levels of security in such an environment is not an easy task, but is certainly a must in order
to enable its widespread and safe use, without exposing one’s personal data among other possible
harmful consequences.

For this reason, it is quite natural that efforts have been directed at formalizing the
behaviour and properties of the Java Card platform, including the virtual machine, the runtime
environment, the API and the Java Card programs themselves, in interactive theorem provers
such as Coq, where a full machine-checked certification could be pursued.

This happened, indeed, with the work of many and different researchers and private
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companies in the beginning of the 2000s. Barthe, Dufay, Jakubiec and Sousa at INRIA, for
example, published a series of papers that address the problem from different perspectives: from
the formalization of the Java Card Virtual Machine (BARTHE et al., 2000) and other components
(BARTHE et al., 2001) to the construction of offensive (more efficient) virtual machines from
defensive (less efficient) ones (BARTHE et al., 2002).

The industrial segment (banks, insurance and credit card companies) has invested a lot
in this technology and also put direct efforts in the verification of its safety properties. An
example of this is the paper by Andronick, Chetali and Ly from the Advanced Research Group
on Smart Cards at Schlumberger Systems, which used Coq to prove applet isolation properties
in the Java Card platform (ANDRONICK; CHETALI; LY, 2003). Applet isolation, in this
case, means that neither the platform will become damaged, nor an application will interfere
with another in an improper way. Another initiative was published in 2007, when Gemalto, an
important developer and supplier of digital security technology for financial institutions, telecom
operators and governments all over the world, announced that it had achieved, for the first time in
history, the highest possible level of certification for its Java Card implementation, after extensive
formalization with the Coq proof assistant (GEMALTO, 2007).

3.8 Summary

The size, complexity and importance of the projects reviewed in this chapter are evidences
that mathematical formalization is a mature discipline, being increasingly adopted by researchers
and professionals in both academic and industrial institutions.

In computer science applications, the interest in the use of interactive proof assistants
derives basically from the fact that it allows the construction of certified software, that is,
software that provably conforms to a certain specification. This is the case with compiler
certification (Section 3.5), microkernel ceritification (Section 3.6) and digital security cerification
(Section 3.7), as well as with most other applications in this domain.

On the more theoretical side, the objective is usually different: some projects aim in
formalizing known results, like classical theorems or theories, while others try to develop whole
new theories. In the first group we find the proof of the Four Color Theorem (Section 3.1), the
Odd Order Theorem (Section 3.2) and the Kepler Conjecture (Section 3.3). Homotopy Type
Theory (Section 3.4) is in the second group.

Still, the projects in the first group have completely different natures: the first had already
been informally proved before the formalization was done, however with the assistance of
computer programs to check the many different cases; the second also had an informal proof
prior to the formalization, but no computers were used in it; the special character of the third
comes from the fact that, despite some previous efforts by other people, that were never proved
to be completely correct, the same researcher conducted the conclusion of the informal proof

and, right after, its formalization.
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Together, these projects set a clear trend towards the increased practice of mathematical
formalization. This, in turn, feeds the continued development of interactive proof assistants and,
more important, demands the education of students, professionals and researchers in order to
master the theory, evolve the tools and expand the repository of formalized theories and certified

software.

The present work follows the trend towards general mathematical formalization of
classical theories. Although it is of special relevance to computer science, the extraction of
cerfified programs has not been a concern. Nevertheless, it constitutes an important contribution
about a theory that is fundamental to both mathematics and computer science.

The projects discussed in this chapter involved groups of researchers and professionals
over long periods of time. This, of course, is not a common characteristic to all formalization
projects. However, it is quite clear from the experience acquired with the present project, and
confirmed by the projects that were reviewed, that the complexity of a formalization project
grows very fast with direct impact on the quantity of resources that need to be allocated in order
to fulfill the objectives.
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Related Work

Language and automata theory has been subject of formalization since the mid-1980s,
when Kreitz used the Nuprl proof assistant to prove results about deterministic finite automata
and the pumping lemma for regular languages (KREITZ, 1986). Since then, the theory of
regular languages has been the subject of intense formalization by various researchers using
many different proof assistants, as explained in Section 4.1. The formalization of context-free
language theory, on the other hand, is more recent and includes fewer accomplishments, mostly
concentrated in certified parser generation. These are described in Section 4.2. The conclusions,
including the motivation for this work, are presented in Section 4.3.

The search for formalization results in language and automata theory was conducted by
the author from the second half of 2013 to the second half of 2015. Different strategies were

used, as explained below:

= Search on the Internet using keywords such as formalization, Coq, language theory,

automata theory and context-free;

s Personal feedback from researchers such as Yves Bertot (INRIA, France), Nelma
Moreira (Porto University, Portugal), Jean-Christophe Filliatre (CNRS, France) and
Michael Norrish (NICTA, Australia);

» Feedback from the anonymous reviewers of the papers submitted by the author to
ITP’ 14, LSFA’ 14, LFMTP’ 14, TYPES’ 14, LSFA’15, WoLLIC’ 15, LFCS’16 and
LATA’16;

» Background material of published papers by different researchers on related subjects;

» Participation and interaction of the author in workshops and seminars in Marseille
and Paris (in 2014) and Frejus (in 2015).

These are the sources of the references that are discussed in the next sections. Except for
any missing or very recent work not covered here, this chapter presents a complete and up-to-date

review of language theory formalization efforts over the last decades.
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4.1 Regular Languages

Among the most representative formalizations of regular languages theory, we can
mention the works by Constable (CONSTABLE et al., 1997), Kaloper (KALOPER; RUD-
NICKI, 1996), Filliatre (FILLIATRE, 1997a), Briais (BRIAIS, 2008), Miyamoto (MIYAMOTO,
2014), Moreira (MOREIRA; PEREIRA; SOUSA, 2009; ALMEIDA; MOREIRA; REIS, 2010;
ALMEIDA et al., 2011; MOREIRA; PEREIRA; SOUSA, 2012), Braibant (BRAIBANT; POUS,
2010; BRAIBANT; POUS, 2012), Asperti (ASPERTI, 2012), Coquand (COQUAND; SILES,
2011), Krauss (KRAUSS; NIPKOW, 2012) and Wu (WU; ZHANG; URBAN, 2011). The
most recent and complete formalization, however, is the work by Doczkal, Kaiser and Smolka
(DOCZKAL; KAISER; SMOLKA, 2013), which used Coq and the SSReflect extension to prove
the main results of regular language theory. In the next paragraphs we discuss briefly each of
these.

An important initiative is the work of Jean-Christophe Filliatre and Judicéel Courant
(FILLIATRE, 1997a; FILLIATRE, 1997b), whose libraries developed during the mid-1990s
are still available as a user contribution under the label “Computer Science/Formal Languages
Theory and Automata” in the Coq official page in the Internet (INRIA, 2015). It includes some
results of regular languages theory and on context-free language theory as well.

As the authors explain, it “formalises the beginning of formal language theory” and the
main results are restricted to proofs of (i) every regular language being accepted by a finite
automata, including the extraction of a certified function that maps regular expressions into
finite automata; (ii) a few results of context-free language theory (see Section 4.2). The whole
development consists of 29 files with approximately 11,000 lines of Coq scripts. In Filliatre
(1997a), the authors describe the details of their formalization in Coq of Kleene’s theorem (which
expresses the equivalence of regular expressions and finite automata). Also, they mention in
it their intention of formalizing other results of regular language theory in the future as well.
However, as confirmed by one of the authors in a recent personal correspondence (2013), no
further development has happened since then.

The paper by Almeida, Moreira, Pereira and Sousa (ALMEIDA et al., 2011) gives an
account of this work and mentions the work of Sébastien Briais as being, somehow, a further

development of it. As they explain:

“Formalization of finite automata in Coq was first approached by J.-C. Filliatre...
The author’s aim was to prove the pumping lemma for regular languages and the
extraction of an OCaml program. More recently, S. Briais ... developed a new
formalization of formal languages in Coq, which covers Filliatre’s work. This
formalization includes Thompson construction of an automaton from a regular
expression and a naive construction of two automata equivalence based in testing if

the difference of their languages is the empty language.”
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An extensive search, however, did not reveal any paper or publication documenting this
work, or any consequences of it, except for a Briais’ personal web page where the whole devel-
opment, consisting of some 9,000 lines of Coq script distributed in 5 files, can be downloaded
(BRIALIS, 2008).

Moreira and Sousa (MOREIRA; PEREIRA; SOUSA, 2009) have also published on the
formalization of regular languages as a Kleene algebra, using the Coq proof assistant, and point
out that their work is partially based on the work of Fillidtre (FILLIATRE, 1997a).

Also available as a user contribution in the Coq official page, the library of Takashi
Miyamoto (MIYAMOTO, 2014) provides support for the use of regular expressions and expresses
the most important results and properties related to it. Distributed in 8 files, the project is based
on Janusz Brzozowski’s work (BRZOZOWSKI, 1964), satisfies the axioms of Kleene algebra
(associativity, commutativity, distributivity and identity elements) and comprises some 1,500
lines of Coq code. The work, however, does not map regular expressions to equivalent finite
automata. As in the previous case, there is neither knowledge of any paper or report on the

project, nor any account of the period when this development occurred.

In the end of the 1990s, Constable, Jackson, Naumov and Uribe, from Cornell University,
worked in the area of automata theory formalization using the Nuprl proof assistant (CON-
STABLE et al., 1997). They followed closely the structure of the first textbook by Hopcroft
and Ullman (HOPCROFT; ULLMAN, 1969) in their development, and as a result they were
able to formalize the concepts of symbol, sentence, language and finite automata. The main
result presented in the paper is, however, restricted to the formalization of the Myhill-Nerode
Theorem and its state minimization corollary. Yet, the authors consider their work to have
an exploratory character, as they wanted to investigate ways of formalizing “computational
mathematics” as opposed to the formalization of “classical mathematics”, which is based on set
theory. Essentially, they express that they ... want to show that constructive proofs can be used
to synthesize programs” and ... want to examine whether constructive type theory is a natural
expression of the basic ideas of computational mathematics in the same sense that set theory is
for purely classical mathematics”. The paper follows closely the definitions of the book, but
points out the need for some modifications in order to “enable a constructive proof”. Also, some
gaps in it were corrected and filled in as a consequence of the detailed formulation and checking
done by the proof assistant. As a result, not only the theorems are successfully formalized and
proved, but also a state minimization algorithm is automatically obtained. Finally, the authors
make considerations on the work needed to formalize the other chapters of the book, and express
their belief that, with the experience acquired, the whole contents of it could be formalized by a

four-person team in less than 18 months.

A similar initiative, from the mid-1990s, is the work of Kaloper and Rudnicki from the
University of Alberta (KALOPER; RUDNICKI, 1996). They used the Mizar proof assistant
to formalize finite automata and the minimization theorem. Also, they formalized Mealy and

Moore finite transducers and proved the equivalence of these models. All the work is based on
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the textbook by Denning, Dennis and Qualitz (DENNING; DENNIS; QUALITZ, 1978) and is
publicly available at Kaloper and Rudnicki (1994). As pointed out by the authors, some errors in
the book were discovered during the formalization process.

The work by Christoph Kreitz on the formalization of deterministic finite automata using
the Nuprl proof assistant dates from a decade earlier (1986) and is probably a pioneer in this
area (KREITZ, 1986). Kreitz used his formalization to state and prove the pumping lemma for
regular languages and also describe how it could be extended to represent non-deterministic
finite automata and automata with empty transitions. Code extracted from the proof allows the
user to compute the number 7 of the lemma and, given a string w, |w| > n, split it into substrings
x,y and z, w = xyz, that satisfy the requirements of the lemma. Their work was based on the
1979 version of Hopcroft and Ullman’s textbook (HOPCROFT; ULLMAN, 1979). Wu, Zhang
and Urban worked on a version of the Myhill-Nerode theorem that uses regular expressions
instead of finite automata (WU; ZHANG; URBAN, 2011). Berghofer and Reiter formalized a
library for automata that served as support for a decision procedure for Presburger arithmetic
(BERGHOFER; REITER, 2009).

Firsov and Uustalu have developed a certified parser generator for regular languages,
using the Agda prgramming language, by mapping regular expressions into a representation
of non-deterministic finite automata (FIRSOV; UUSTALU, 2013). They have also formalized
proofs of correctness and completeness for this transformation.

A recent and important reference is the work of Christian Doczkal, Jan-Oliver Kaiser
and Gert Smolka (DOCZKAL; KAISER; SMOLKA, 2013). Following the structure of the book
by Kozen (KOZEN, 1997), they did a fairly complete formalization of regular languages theory.
First of all, they managed to represent regular expressions, deterministic and non-deterministic
finite automata, and then to prove the main results of regular language theory, such as the
equivalence of these representations, the Myhill-Nerode theorem, the existence and uniqueness
of a minimal finite state automata, plus closure properties and the pumping lemma. All the
development was done in Coq, is only 1,400 lines long, and benefited from the use of the
SSReflect Coq plug-in, which offers direct support for finite structures such as graphs and finite
types.

Nelma Moreira and David Pereira, from Universidade do Porto, among other researchers
and universities of Portugal, have done extensive formalization and published many papers on
related subjects using the Coq proof assistant. These include topics such as the mechanization
of Kleene algebra (MOREIRA; PEREIRA; SOUSA, 2009), verification of the equivalence of
regular expressions (ALMEIDA; MOREIRA; REIS, 2010; MOREIRA; PEREIRA; SOUSA,
2012) and the construction of finite automata from regular expressions (ALMEIDA et al., 2011).

The decision of the equivalence of regular expressions, in particular, has deserved a lot
of attention recently, and a variety of approaches have been used by different authors, besides
Moreira and Pereira. Thomas Braibant and Damien Pous have developed a Coq tactic for

establishing the equality of regular expressions and deciding Kleene algebras (BRAIBANT;
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POUS, 2010; BRAIBANT; POUS, 2012). Andrea Asperti (ASPERTI, 2012) has developed
an efficient algorithm for testing regular expression equivalence and also formalized in Matita
the equivalence of regular expressions and deterministic finite automata. Thierry Coquand
and Vincent Siles (COQUAND:; SILES, 2011) and Alexander Krauss and Tobias Nipkow
(KRAUSS; NIPKOW, 2012) have recent papers published in this area, respectively using Coq
and Isabelle/HOL.

4.2 Context-Free Languages and Other Language Classes

Context-free language theory formalization is a relatively new area of research, when
compared with the formalization of regular languages theory, with some results already obtained
with the Coq, HOL4 and Agda proof assistants.

The pioneer work in context-free language theory formalization is probably the work by
Filliatre and Courant (INRIA, 2015), which led to incomplete results (along with some important
results in regular language theory, see Section 4.1) and includes closure properties (e.g. union),
the partial equivalence between pushdown automata and context-free grammars and parts of
a certified parser generator. No paper or documentation on the part of their work dedicated to
context-free language theory is available however.

Most of the extensive effort started in 2010 and has been devoted to the certification and
validation of parser generators. Examples of this are the works of Koprowski and Binsztok using
Coq (KOPROWSKI; BINSZTOK, 2010), Ridge using HOL4 (RIDGE, 2011), Jourdan, Pottier
and Leroy using Coq (JOURDAN; POTTIER; LEROY, 2012) and, more recently, Firsov and
Uustalu using Agda (FIRSOV; UUSTALU, 2014). These works assure that the recognizer fully
matches the language generated by the corresponding context-free grammar, and are important
contributions in the construction of certified compilers.

On the more theoretical side, on which the present work should be considered, Nor-
rish and Barthwal published on general context-free language theory formalization using the
HOLA4 proof assistant (BARTHWAL; NORRISH, 2010a; BARTHWAL; NORRISH, 2010b;
BARTHWAL; NORRISH, 2014), including the existence of normal forms for grammars, push-
down automata and closure properties. These results are from the PhD thesis of Barthwal
(BARTHWAL, 2010), which includes a proof of the Pumping Lemma for context-free languages.
This particular result, however, has not been published in any journal. Recently, Firsov and
Uustalu proved the existence of a Chomsky Normal Form grammar for every general context-free
grammar, using the Agda proof assistant (FIRSOV; UUSTALU, 2015).

A special case of the Pumping Lemma for context-free languages, namely the Pumping
Lemma for regular languages, is included in the comprehensive work of Doczkal, Kaiser and
Smolka on the formalization of regular languages (DOCZKAL; KAISER; SMOLKA, 2013)
using SSRreflect.

When it comes to computability theory and Turing machines related classes of languages,
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Asperti and Ricciotti (ASPERTT; RICCIOTTI, 2012) have used the Matita theorem prover to
prove basic results on Turing machines, including the existence of a certified universal Turing
machine. Xu, Zhang and Urban (XU; ZHANG; URBAN, 2013), more recently, have developed
a formal model of a Turing Machine and related it to abacus machines and recursive functions.
Michael Norrish (NORRISH, 2011) has done research on mechanization of some computability

theory using A-calculus and recursive functions using HOL4

4.3 Conclusions

The formalization of regular languages theory is quite extensive, covers many different
aspects and has virtually included all important objects and results of the theory.

When it comes to context-free language theory, however, except for the works of Norrish
and Barthwal, the efforts are in much smaller number and mostly related to certified parser
generation. Besides that, it can be noted that so far apparently no formalization has been done in
Coq for results not related directly to parsing and parser verification (except in HOL4 and Agda).

This constitutes an important motivation for the present work, since not many theoretical
results of context-free languages theory have been formalized in Coq yet. This definitely
constitutes an important opportunity, due to the increasing usage and importance of Coq in
different areas and communities.

Specifically in the theoretical side, the formalization done by Norrish and Barthwal in
HOLA is quite comprehensive and includes the Greibach Normal Form and pushdown automata
and its relation to context-free grammars. The formalization by Firsov and Uustalu in Agda
comprises basically the existence of a Chomsky Normal Form, and formalizes the elimination
of empty and unit rules, but not the elimination of useless and inaccessible symbols. Table 4.1
presents an overview of the main results obtained in each of these formalizations. Both are
reviewed in more detail and also compared to our own formalization in Section 6.11.5.

Table 4.1: Context-free language theory formalizations of Norrish & Barthwal
and Firsov & Uustalu

Norrish & Barthwal Firsov & Uustalu

Proof assistant HOL4 Agda

Closure v X
Simplification v only empty and unit rules
CNF v v

GNF v X

PDA v X

PL v X

The formalization of language and automata theory is relatively recent, fragmented and

largely concentrated on regular language theory, with a few important results in context-free
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language theory as well. In the works discussed in this chapter, focus has been given to results
associated to specific devices (finite automata, regular expressions, context-free grammars,
Turing Machines etc) in an unrelated way in most of the cases. The early and few initiatives that
were aimed at formalizing complete theories (e.g. Filliatre’s and Constable’s) apparently did not
develop further but recent works point again in this direction. This is the case of the works of
Doczkal, Kaiser and Smolka for regular languages, and of Norrish and Barthwal for context-free
languages, which are rather complete formalizations of the respective theories in Cogq/SSReflect
and HOL4. However, not much has been done so far in order to build a complete framework for
language and automata theory, including more than a single language class, in Coq or any other
proof assistant.

Table 4.1 includes the main formalizations of context-free language theory published up
to date, and shows the absence of results in the Coq proof assistant. Considering the importance
of Coq itself, it is clear that a formalization that pursues this objective is welcome, and this was
the motivation for the present work.

The result of this work is, therefore, the formalization of a substantial part of context-free
language theory in the Coq proof assistant. As it will become clear in Chapter 6, the present
formalization is the second most comprehensive up to date (after Norrish and Barthwal’s),
however the most comprehensive in the Coq proof assistant, thus using a type theory. It includes
the second ever formalization of the Pumping Lemma (the first is the one by Barthwal) and the
first ever done in the Coq proof assistant. The resulting formalization is discussed in Chapter 5
and Chapter 6.
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Context-Free Language Theory

Language and automata theory is a long standing and well developed area of knowledge
that uses mathematical objects and notations to represent devices that constitute the basis of
computation and computer technology, both in software and hardware. It has its roots in the
then independent automata theory and language theory, which became a single discipline in the
1950s, as a consequence of the research by Noam Chomsky and others. The classical theory
1s consolidated since the 1970s, and after that only specific research topics continue to evolve
independently.

Except for a few initiatives (specially related to regular languages) that have pursued a
formal, mechanically checked approach to language and automata theory (see Chapter 4), most
of the published literature in books and articles remain informal, in the sense that no single
uniform notation has been used (although a certain standard notation established in the 1970s
has been used since then with variations), no mechanized verification of the proofs has been
obtained and no certified algorithms have been constructed. This contrasts with the large interest
in language and automata theory, which ranges from academy to industry, from students to
researchers and practitioners. Thus, it seems natural that an effort of formalizing this theory
should be beneficial for a wide public and the countless different applications.

This chapter starts with a discussion of the importance and applications of the context-
free language theory in Section 5.1. Then, it presents a characterization of context-free grammars
and languages in Section 5.2, as well as references to the classical literature of the area. This
last section also defines the scope of the present work, namely the properties and results of
context-free language theory that were considered for formalization in the Coq proof assistant
(in Chapter 6).

5.1 Importance and Applications

Language and automata theory is the basis of language definition, analysis, and imple-
mentation in general, and has a direct impact in areas such as programming language specification

and compiler construction. Other applications are in the area of data description, digital circuits,
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control systems and communication protocols design and natural language processing. Also, it
is the basis of the study of fundamental areas of computer science, such as problem decidability
and algorithm complexity.

Context-free languages are highly important in computer language processing technology
as well as in formal language theory. The theory of context-free languages is very rich and
was developed from mid 1950s to late 1970s. Thanks to it, the definition, analysis and use
of high-level programming languages, for example, has grown enormously over these years
and since then, allowing for a new era of software consumption and development whose main
charateristics are higher reliability, readability and maintanability and lower development costs.
This has been made possible thanks to the use of context-free grammars in the construction of
more precise language definitions and the automatic mapping of grammars into efficient and
reliable syntactical analyzers.

Context-free grammars are extensively used in the definition of programming languages,
natural language applications (for example, grammar correctors), machine protocols and many
others. Initially conceived as models of natural languages, they turned out to find various
applications in computer science. Examples of this is the development of tools such as YACC
(which automatically transforms input context-free grammars into parsers written in a commercial
programming language) in general compiler construction and modern languages such as XML in
electronic commerce applications.

Pushdown automata are models of language implementation in language processors that
appear in growing number. Context-free language theory brought into science the definition
of artificial languages and contributed directly to the development of efficient implementation
techniques, allowing for the widespread use of compilers, interpreters and translators in general.

The importance of context-free language formalization is multiple. First, it represents a
guarantee that the fundamental results are correct, despite informal proofs of them being widely
accepted as correct for a long time now. Second, it allows for a deeper insight into the nature
of the proofs, and its implications. Third, the formalization may eventually lead to the certified
implementation of some important algorithms, which can be vital in commercial and specially
critical applications. Fourth, it can be the basis for an alternative approach towards teaching
formal languages, using a constructive mathematical basis (see Section A.5) and tools that are
becoming part of the software engineering regular activity, such as interactive proof assistants
(see Chapter 2).

5.2 Characterization

Language and automata theory comprises, initially, the representation and classification
of phrase-structured languages, and then the study of its properties. In the Chomsky Hierarchy
(CHOMSKY, 1956), the language classes considered are the regular, context-free, context-

sensitive and recursively enumerable languages. For each of these classes, it is possible to
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study its representation alternatives (e.g. regular sets, regular expressions, linear grammars and
finite automata for regular languages) and the equivalences between them. Also, it is possible
to formulate and prove some properties, such as the existence of minimal finite automata, the
decidability of some questions (such as whether a string is generated by a linear grammar) and
the validity of some closure properties (e.g. the union of the regular languages is also a regular
language). Other language classes not originally part of the Hierarchy, such as the recursive and
the deterministic context-free languages, were also identified and can be the subject of the same
type of study.

Context-free (or type 2 in the Chomsky Hierarchy) languages is the class (set) of lan-
guages that can be defined by context-free grammars or pushdown automata. Indeed, it has
been proved that these two mechanisms are equivalent, in the sense that they represent the same
language class - the class of the context-free languages. This theory is the subject of many
classical books, including Hopcroft and Ullman (1979), Lewis and Papadimitriou (1998), Sipser
(2005), Sudkamp (2006).

A context-free grammar — originally defined by Chomsky in Chomsky (1956) — is
a four-tuple G = (V,X, P,S), where V is the vocabulary of G (it includes all non-terminal and
terminal symbols), X is the set of terminal symbols (used in the construction of the sentences
of the language generated by the grammar), N = V \ X is the set of non-terminal symbols
(representing different sentence abstractions), P is the set of rules and S € N is the start symbol
(also called initial or root symbol). Rules have the form o — f, with @ € N and B € V*. Sets
N, X and P must be finite.

A word 1s a sequence of symbols from an alphabet.

A sentential form is word in V* (the reflexive and transitive closure of V), thus a string
of non-terminal and terminal symbols of a grammar. A derivation is the process of substituting
the left-hand side of a rule in a sentential form for the corresponding right-hand side of the same
rule. We say that the first sentential form derives the second. The process continues until a
sentential form composed only of terminal symbols is obtained (if this is possible). In this case,
the sentential form is called a sentence of the language generated by the grammar. A direct
derivation is a derivation in which a single rule has been used.

For example, if & — f is a rule of grammar G, and poy is a sentential form of the same
grammar, then the process of applying the rule in this case leads to the new sentential form v,
which is represented as poy =g upy.

A language is a set of words over X.

A context-free language is a language for which exists at least one context-free grammar
that generates it. In other words, if G is a context-free grammar, then the language generated
by G is represented by L(G), and L(G) = {w € £* | S =" w} (=" is the reflexive and transitive
closure of =).

The class of the context-free languages properly includes the class of regular (or type 3)

languages. However, it is possible to prove the existence of non-context-free languages, and also
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that the class of context-free languages is properly included in another language class, the one
constituted by the context-sensitive languages (except for the languages that include the empty
string).

The context-free language class is known for having a popular and very useful property:
it is possible to define languages that exhibit a strict balance of terms (strings) to the left and
right of some other term. The word “balance”, in this case, is used to mean that the number
of terms on one side can be somehow related to the number of terms on the other side. This
property is useful, for example, in the definition of programming languages that need to balance
the use of parentheses, brackets, braces and similar syntatic elements. It is derived from the
so-called “self-embedding property”, which can be observed in context-free grammars that allow
for derivations of the form X =* aXf3, with o # € and 3 # €.

The theory of context-free languages comprises a small number of definitions (e. g.
context-free grammars, context-free languages, derivations, derivation trees, pushdown au-
tomata), which in turn lead to a large number of important lemmas and theorems. The main
definitions and results of this theory can be organized in the following groups, and is extensively
discussed in books such as the ones cited before.

» Language representation notations (grammars, automata, BNF etc);
= Notations equivalence (e.g. grammars and automata);

» Grammar simplification;

s Normal forms (Chomsky and Greibach);

= Derivation trees, parsing and ambiguity;

s Determinism and non-determinism;

» Closure properties;

= Decidable and undecidable problems;

= Relation with other language classes.

The formalization of the whole context-free language theory is a work that exceeds by
far the resources available for the present work. Thus, it was necessary to define a scope and
decide which notations and results would be the object of this formalization. This has led to the
selection of the following topics, all of which are related to context-free grammars and languages.

No pushdown automata has been considered in the present formalization.

» Closure properties:

s Union;
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s Concatenation;

» Kleene star.
s Grammar simplification:

s Elimination of empty rules;
s Elimination of unit;
s Elimination of useless symbols;

= Elimination of inaccessible symbols.
s Chomsky Normal Form;

s Pumping Lemma.

All the efforts in this work were directed to the formalization of the above items (as
described in Chapter 6), which (except for the closure properties) constitute a coherent, mutually
dependent and important core of the context-free language theory. The result is a framework in

which the remaining notations and results can be pursued with good support.
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Formalization of Context-Free Language

Theory

In this chapter we present the main results of our work, which is a comprehensive
formalization of a substantial part of the context-free language theory in the Coq proof assistant.
The concepts and results that have been formalized derive directly from the presentation and
discussion of Chapter 5. Previous knowledge of the background material of Appendix A and
Appendix B is required.

The present formalization can be organized into the following groups:
» Closure properties of context-free languages and grammars;
» Context-free grammar simplification;
s Chomsky Normal Form (CNF);
s Pumping Lemma for context-free languages.

The proper description of these results starts with an overview of the formalization
strategy in Section 6.1.

The definition, in the Coq proof assistant, of the fundamental objects and notions
of context-free language theory, such as context-free grammars, derivations and context-free
languages, is then discussed in Section 6.2.

Once in possession of these definitions, the library that contains fundamental results on
context-free grammars, and supports the whole formalization, is briefly presented in Section 6.3.
It includes a number of different and essential lemmas on context-free language theory, most of
which are unrelated to the others. This library is extensively used in all four groups of results
described above.

Now that we have the basic definitions and the fundamental lemmas of context-free
language theory, it is possibile to discuss each of the groups of results considered in this work.
Before that, however, we describe the common method adopted in the first three groups in
Section 6.4.
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With the basic definitions, the supporting libraries and the method discussed in these
sections, we are able start the description of the main results included in the first three groups of

this formalization.

For the first group — closure properties in Section 6.5 —, we show that context-free

languages are closed under the union, concatenation and Kleene star operations.

For the second group — grammar simplification in Section 6.6 —, we show, as a final
result, that every context-free language can be generated by a context-free grammar that has no
useless symbols, no inaccessible symbols, no unit rules, no empty rules and, further more, no

rule with the start symbol in the right-hand side.

For the third group — Chomsky Normal Form in Section 6.7 —, we show that every

context-free language can be generated by a context-free grammar that satisfies this form.

The fourth group of results does not follow the method described in Section 6.4, since
it is not based on the idea of defining a new grammar from a previous one. It does, however,
require important results on binary trees and their relation to CNF grammars, which are included

in a single library whose contents are discussed in Section 6.8.

For the fourth group — Pumping Lemma in Section 6.9 —, we prove this important
property that is valid for all context-free languages and can be used to show the existence of

non-context-free languages.

All four groups include many intermediate results before the final lemmas and theorems
are presented and proved. Besides presenting the main lemmas and theorems of each group, the
following sections of this chapter also try to give an overview of the proof strategies that were
used in each case. While the main results of the formalization are only 12, more than 500 lemmas
had to be proved to achieve this objective. Thus, each of these main results is the root of a lemma
dependency tree, which in most cases has a considerable depth. For this reason, the explanations
provided in the following sections do not describe all details of all the lemmas involved, but still

try to present the key issues involved in the proof of each main lemma or theorem.

In Section 6.10 we present some numbers of the formalization (number of lemmas,
number of lines etc), together with a complete list of files, the corresponding main lemmas and
the instructions on how to compile them. An expanded list of the main lemmas and theorems
of the main libraries developed, along with brief descriptions, is included in Appendix C as a

companion to the present chapter.

Finally, in Section 6.11 we discuss the process, phases and some design choices of the
present formalization. We also include a few lessons that were learned during the formalization

process and advices that could prove useful for other users.

All the source files of the formalization, including the examples of Section 6.2.1, Sec-
tion 6.2.2, Section 6.3 and Section 6.5.1, are available for download from the repository (more

information in Section 6.10).
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6.1 Opverview

To achieve the goals of this formalization, as with any other formalization, the following

phases have been accomplished:

1. Selection of an underlying formal logic to express the theory and then a tool that

supports it adequately;
2. Representation of the objects of the universe of discourse in this logic;
3. Implementation of a set of basic transformations and mappings over these objects;

4. Statement of the lemmas and theorems that describe the properties and the behaviour

of these objects, and establish a consistent and complete theory;

5. Formal derivation of proofs of these lemmas and theorems, leading to proof objects

that can confirm their validity.

For phase 1, the Calculus of Inductive Constructions and the Coq proof assistant have
been selected. Besides Coq having good support and a large community of users, with many
important projects of high complexity already developed in it (see Chapter 3), the calculus is
very powerful and the language is very flexible (see Appendix B), as mentioned in most papers
reporting formalizations in Coq.

Regarding phase 2, the following fundamental objects and notions have been defined:

= Symbols (including terminal and non-terminal);
= Sentential forms (strings of terminal and non-terminal symbols);

Sentences (strings of terminal symbols);

s Context-free grammars;
s Derivations;

= Binary trees.

Then, the new definitions used in the formalization of closure properties, grammar
simplification and Chomsky Normal Form describe, among others, the transformations that are
required in order to represent the desired results (phase 3).

For phases 4 and 5, the achieved results can be placed in the four groups described before
(closure properties, grammar simplification, Chomsky Normal Form and Pumping Lemma).

The dependencies among the main results of context-free language theory formalized in

these groups can be summarized as follows:
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1. Closure properties;

2. Grammar simplification — Chomsky Normal Form — Pumping Lemma.

In other words: the formalization of closure properties does not depend on previous
results nor affects other results. On the other hand, the formalization of grammar simplification
is needed in order to formalize the existence of a Chomsky Normal Form, and this in turn is
required in order to formalize the Pumping Lemma for context-free languages. This dependency
is not specific to this formalization, and is a consequence of the usual strategies of the informal
proofs normally adopted in the classical literature of the area — for example, Sudkamp (2006).

To support the formalization of these results of context-free language theory, the following

more fundamental and generic results had to be formalized first:

= Basic lemmas on arithmetic, lists and logic;
= Basic lemmas on context-free languages and grammars;

» Basic lemmas on binary trees and their relation to CNF grammars;

They can be interpreted as general libraries (specially the arithmetic and lists libraries)
that can serve to different purposes, and in this case were used throughout the formalization.
Thus, their description is more or less independent of the rest of the formalization. The other
libraries form the core of the formalization and comprise the results obtained for the four groups

listed in the beginning of the chapter.

6.2 Basic Definitions

In this section we present how the main concepts and objects of context-free language
theory were defined in our formalization in Coq. They are used throughout the work. We discuss
the representation of context-free grammars in Section 6.2.1, of derivations in Section 6.2.2 and

of context-free languages in Section 6.2.3.

6.2.1 Grammars

Context-free grammars were represented in Coq very closely to the usual algebraic
definition. The basic definitions in Coq are presented below. Let G = (V,X, P,S) be a context-
free grammar.

The sets N = V\X and X are represented as types (usually denoted by names such as,
for example, non_terminal and terminal), separately from G. The idea is that these sets

are represented by inductive type definitions whose constructors are its inhabitants. Thus, the

IThe results of this section are available in libraries cfg.v and cf1.v.
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number of constructors in an inductive type corresponds exactly to the number of (non-terminal
or terminal) symbols in a grammar.

As an example, consider the following types representing, respectively, X = {a, b, c} and
N={X,Y,Z}:

Inductive terminal: Type:=
| a
I b

| c.

Inductive non_terminal: Type:=

Once these types have been defined, we can create abbreviations for sentential forms
(sf), sentences (sentence) and lists of non-terminals (n11ist). The first corresponds to the
list of the disjoint union of the types non-terminal and terminal, while the other two

correspond to simple lists of, respectively, non-terminal and terminal symbols:

Notation sf:=(list (non_terminal + terminal)).
Notation sentence:=(list terminal).

Notationnlist:=(list non_terminal).

In the following example, aXYb,aabc and ZZX are, respectively, a sentential form (s f),
a sentence (sentence) and a list of non-terminals (n11ist). The empty string € is represented

as the empty list [ ] in all cases:

Definition sfl:sfi=[inr a;inl X;inl Y;inr b].
Definition sf2:sf:=[].

Definition sentencel: sentence:=[a; a; b; c].
Definition sentence2: sentence:=[].
Definitionnlistl:nlist:=[Z; Z;X].

Definitionnlist2:nlist:=[].

The record representation c f£g has been used for G. The definition states that cfg is a
new type and contains three components. The first component is the start_symbol of the
grammar (a non-terminal symbol) and the second is rules, that represents the rules of the
grammar. Rules are propositions (represented in Coq by Prop) that take as arguments a non-
terminal symbol and a (possibly empty) list of non-terminal and terminal symbols (corresponding,
respectively, to the left and right-hand side of a rule). Grammars are parametrized by the types

non_terminal and terminal.

Record cfg (non_terminal terminal : Type): Type:= {

start_symbol: non_terminal;
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rules: non_terminal - sf — Prop;
rules_finite:

d n: nat,

dntl:nlist,

dtl:tlist,

rules_finite_def start_symbol rulesnntltl }.

The predicate rules_finite_def assures that the set of rules of the grammar is
finite by proving that the length of right-hand side of every rule is equal or less than a given
value, and also that both left and right-hand side of the rules are built from finite sets of,
respectively, non-terminal and terminal symbols (represented here by lists). This represents an
overhead in the definition of a grammar, but it is necessary in order to allow for the definition of

non_terminal and terminal as generic types in Coq.

Definition rules_finite_def
(non_terminal terminal : Type)
(ss: non_terminal)
(rules:non_terminal — sf — Prop)
(n: nat)
(ntl:list non_terminal)
(tl: 1list terminal):=
InssntlA
(V left:non_terminal,
V right: 1list (non_terminal + terminal),
rules left right —
length right <nA
Inleftntl A
(V s: non_terminal, In(inl s) right - Insntl)A
(V s: terminal, In(inr s) right — In s t1)).

Since generic types might have an infinite number of elements, one must make sure that
this is not the case when defining the non_terminal and terminal sets. Also, even if these
types contain a finite number of inhabitants (constructors), it is also necessary to prove that the
set of rules is finite. All of these is captured by predicate rules_finite_def. Thus, for
every cfg defined directly of constructed from previous grammars, it will be necessary to prove
that the predicate rules_finite_def holds.

The example below represents the grammar
G = ({S',A,B,a,b},{a,b},{S' — aS',S' — b},5)

that generates language a*b:

Inductive nt: Type:=1S’ |A| B.
Inductive t: Type:=lalb.
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Inductive rs:nt — list (nt +t) = Prop:=
rl: rs S [inr a;inl S’]

| r2: rs S’ [inr b].

Notation sf:=(list (nt +t)).
Notationnlist:=(list nt).
Notation tlist:=(list t).

Lemma rs_finite:
d n: nat,
dntl:nlist,
Jtl: tlist,
InS ntlA
V left: nt,
V right: sf,
rs left right =
(length right <n) A
(Inleftntl)A
(V s:nt, In(inl s) right > Insntl)A
(V s:t, In(inr s) right - Instl).
Proof.
32, [S’], [a; b].
split.
— simpl; left; reflexivity.
— intros left right H.
inversion H.
+ simpl.
split.
* omega.
*
split.
— left;reflexivity.
— split.
+ intros s H2.
destruct H2 as [H2 | H2].
* inversion H2.
* {
destruct H2 as [H2 | H2].
— left;inversion H2. reflexivity.

— contradiction.

}
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+ intros s H2.
destruct H2 as [H2 | H2].
* inversion H2. left; reflexivity.
«
destruct H2 as [H2 | H2].
— inversion H2.
— contradiction.
}
}
+ simpl. split.
* omega.
* {
split.
— left;reflexivity.
— split.
+ intros s H2. destruct H2 as [H2 | H2].
* inversion H2.
* contradiction.
+ intros s H2.
destruct H2 as [H2 | H2].
* inversion H2. right; left; reflexivity.

% contradiction.
Qed.

Definition g: cfgnt t:={l
start_symbol:=S’;
rules:=rs;

rules_finite:=rs_finitel}.

In this script, nt represents the type of the non-terminal symbols (with three inhabitants),
t represents the type of the terminal symbols (with two inhabitants), rs is the set of rules (named
rland r2), rs_finite is the proof that nt, t and rs are finite, and finally g is the grammar

definition that corresponds to G.

6.2.2 Derivations

Another fundamental concept used in this formalization is the idea of derivation: a
grammar g derives a string s2 from a string s1 if there exists a series of rules in g that, when
applied to s1, eventually results in s2. A direct derivation (i.e. the application of a single
rule) is represented by s; = s7, and the reflexive and transitive closure of this relation (i.e. the

application of zero or more rules) is represented by s; =" s,. An inductive predicate definition
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of this concept in Coq (derives) uses two constructors:

Inductive derives

(non_terminal terminal : Type)

(g: cfgnon_terminal terminal)
sf —+sf =2 Prop:=

| derives_refl:
V s: sf,
derives gs s

| derives_step:
V (sl s2s3:sf)
V (left :non_terminal)
V (right : sf),
derives gsl(s2 ++inl left 1 s3)—
rules g left right -+ derives g sl (s2 ++right ++s3)

The constructors of this definition (derives_refl and derives_step) are the
axioms of our theory. Constructor derives_ref1 asserts that every sentential form s can be
derived from s itself. Constructor derives_step states that if a sentential form that contains
the left-hand side of a rule is derived by a grammar, then the grammar derives the sentential form
with the left-hand side replaced by the right-hand side of the same rule. This case corresponds to
the application of a rule in a direct derivation step.

In order to simplify some proofs, alternative (yet equivalent) definitions of the notion of
a derivation (besides derives) are also used in the formalization (see Section 6.3).

A grammar generates a string if this string can be derived from its start symbol.

Finally, a grammar produces a sentence if it can be derived from its start symbol.

Definition generates (g: cfqg) (s: sf): Prop:=
derives g[inl (start_symbol g)] s.

Definition produces (g: cfg) (s: sentence): Prop:=

generates g (map terminal_lift s).

The relationship between derives, generates and produces is presented below:

= Predicate generates: a derivation that begins with the start symbol of the gram-

mar;

» Predicate produces: a derivation that begins with the start symbol of the grammar

and ends with a sentence.

derives

S =>00m=..=0,_ 1= 0,=0
gené;;tes
proaaces

J/
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Thus, the following are valid propositions for grammar g defined in Section 6.2.1:
m derives g [inr a; inl S’] [inr a; inr b];
m generates g [inr a; inl S’] and

m produces g [a; Db].

It is now possibile to prove that a certain string is derived (or generated or produced)
by a context-free grammar. As an example, the lemma below states that G (from Section 6.2.1)
derives the string aab (that is, that aab € L(G)), considering the derivation sequence S =
aS =g aaS =g aab:

Lemma derives_g_aab:

derives g[inl S’][inr a; inr a; inr b].

Proof.

apply derives_step with (s2:=[inr a; inr a])(left:=S’)(right:=[inr b]).
apply derives_stepwith (s2:=[inr a])(left:=S’)(right:=[inr a;inl S’]).
apply derives_start with (left:=S’)(right:=[inr a;inl S’]).

apply rl.

apply rl.

apply r2.

Qed.

The proof of this lemma relates directly to the derivations in S = a$S = aaS = aab,
however in reverse order because the construction of the proof starts from the goal.

In some occasions, it is easier to build proofs based on the notion of a sequence of
derivations, instead of using the derives predicate directly. For this reason, we introduce the

new definition sf11ist below:

Inductive sflist (g:cfqg): list sf — Prop:=
| sflist_empty:sflist gl]
| sflist_start:Vs: sf,
sflist g[s]
| sflist_step:V1:1list sf,
V s2 s3: sf,
V left:non_terminal,
V right: sf,
sflist gl — last 1[]=(s2 ++inl left ::1s3)—
rules g left right —
sflist g(1++[s2 ++right ++s3]).

An sflist isa list of sentential forms, such that the next follows the previous one if
there is a rule in the grammar that can be used to transform one in the other. Thus, it represents a

sequence of direct derivations (or a single sentential form, or the empty list).
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As an example, suppose derives g sl sb5is true (thatis, s; =>§ ss5), and also that
four rules of g have been used to generate s5 from s 1, thereby producing intermediate sentential
forms s2, s3 and s4 (thatis, s; =4 52 =¢ 53 =>4 54 = 55). Then, this list of sentential forms
can be represented as sflist g [sl; s2; s3; s4; s5].sflist g [s2] (among
others) and sflist g [] are also valid.

The equivalence of derives and sflist is given by lemma derives_sflist,
which states that every derivation is in relation to a corresponding list of sentential foms, and

vice-versa:

Lemma derives_sflist:
Vg cfg_ _,

V sl s2: sf,

derives g sl s2 <

d1: 1ist sf,
sflistglA

hd[] 1=s1A

last 1[] =s2.

In the above statement, hd and 1ast are functions from the standard Coq library on
lists (L1 st ) that return, respectively, the first and last elements of the argument list. The proof of
this lemma is by induction in the hypothesis, in both directions of the implication (on derives
and sflist).

The predicates produces_empty and produces_non_empty determine, respec-
tively, whether a grammar produces the empty string and whether a grammar produces a

non-empty string:

Definition produces_empty
(g: cfgnon_terminal terminal): Prop:=

produces g [].

Definition produces_non_empty
(g: cfgnon_terminal terminal): Prop:=

J s: sentence, produces gs A s #[].

Predicate appears is used to check whether a symbol (non-terminal or terminal)

appears in either the left- or right-hand side of some rule of the grammar:

Definition appears (g: cfg)(s:non_terminal + terminal): Prop:=
match s with
| inln=3dleft:non_terminal,
d right: sf,
rules gleft right A((n=1eft)V(In(inl n) right))
| inrt = 3dJleft:non_terminal,

d right: sf,
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rules g left right A In(inr t) right

end.

Function terminal_1ift converts a terminal symbol into an ordered pair of type

(non_terminal + terminal).

Definition terminal_lift (t:terminal): non_terminal + terminal:=

inr t.

With these definitions, it was possible to prove various lemmas about grammars and
derivations, and also operations on grammars, all of which were useful when proving the main
theorems of this work.

Two grammars g (with start symbol S;) and g, (with start symbol S,) are equivalent
(denoted g; = g») if they generate the same language, that is, Vs, (S} = 5) < (S2 =% s). This
is represented in our formalization in Coq by the predicate g_equiv:

Definition g_equiv

(non_terminall non_terminal2 terminal : Type)
(gl: cfgnon_terminall terminal)

(g2: cfgnon_terminal2 terminal): Prop:=

V s: sentence,

produces gl s <> produces g2 s.

6.2.3 Languages

A language is a set of strings over a given alphabet.
It is useful to define the language generated by a grammar as the set of terminal strings

generated by the grammar through derivations:
L(G) ={w|S =, w}

From the formalization point of view, we have defined a language as a function that
is parametrized over a certain type (representing the set of terminal symbols), takes a string
built from elements of this type and returns a proposition asserting that the string belongs to the

language:
Definition lang (terminal: Type):= sentence — Prop.

The language generated by a grammar is then a function whose return value is the

predicate produces presented earlier:

Definition lang_of_g(g: cfg): lang :=

fun w: sentence = produces g w.

We are now able to define the equality of two languages, by assuring that they contain

exactly the same strings:
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Definition lang_eqg (1l k: lang) :=
Vw, lwskw.

The symbol == is a notation for lang_eq.
Infix "==":=lang_eqg(at level 80).

Finally, a language is a context-free language if there exists a context-free grammar that
generates this language:
Definition cfl (terminal: Type) (1: lang terminal): Prop:=
d non_terminal: Type,

dg: cfgnon_terminal terminal,

1l ==1ang of_gag.

Predicates contains_empty and contains_non_empty are the language coun-
terparts of the previously presented grammar predicates (respectively produces_empty and
produces_non_empty) and state, respectively, whether a language contains the empty string

and whether a languages contains a non-empty string:

Definition contains_empty (1: lang): Prop:=

1]

Definition contains_non_empty (1: lang): Prop:=
J w: sentence,
1wAwZ[]

6.3 Generic CFG Library

The definitions presented in the previous section allow the construction of a generic
library of fundamental lemmas on context-free grammars. This library (named cfg. v) contains
4,393 lines of Coq script (~18.3% of the total), 105 lemmas theorems (~19.7% of the total) and
supports the whole formalization, including the specific results discussed next. The following
are some examples of the statements contained and proved in it (s,s’, 1,5}, 52, 55,53, 54 and right
are sentential forms, 7 is a non-terminal symbol, w and w’ are sentences and g1, g, and g3 are

context-free grammars):

» Derivation transitivity:

Vg, 51,852,583, (51 =5 52) = (52 =5 53) = (51 = $3)

m Closure under contexts:

Vg,51,52,5,5, (51 =5 52) = (5515 =5 5-52-5)

2The priority (or precedence) of the == operator, in relation to previously defined operators, is given by the
number that follows the words at level, in this case 80. The lowest precedence corresponds to level 100, and
higher precedences should be assigned lower levels.
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= Derivation independence:
Vg,s1,52,53,
(s1-52 =5 53) = Js, 55| (s3 =15 -55) A (s = s1) A (52 =3 sh)

» Derivation of a string of terminals from a non-terminal symbol:

vgaslvs27naw7 (Sl "n-8 :>jg< W) — 3 W/|(7’l :>; W/)

» Direct or indirect derivation:

Vg,n,w, (n =y w) — (n =g w)V (I right|n —¢ right Nright =3 w)

» Grammar equivalence transitivity (two grammars are equivalent if they generate the

same language):

Vg1,82,83, (81 =82) N (g2 =g3) — (81 =g3)

Besides that, additional notions of derivations were defined in order to simplify some
proofs. This is the case, for example, where a reduction (the opposite of a derivation), a direct
derivation or an induction on the number of derivation steps are required. For these cases, we
have defined the predicates derives2 (which reduces a sentential form according to a rule),
derives3 (which represents the derivation of a sentence directly from a non-terminal) and

derives6 (which controls the number of rules applied in the derivation):

Inductive derives?2

(non_terminal terminal : Type)

(g: cfgnon_terminal terminal)
sf —+sf =< Prop:=

| derives2 refl:
V s: sf,
derives2 gs s

| derives2_step:
V (sl s2s3:sf)
V (left :non_terminal)
V (right : sf),
derives2 g (sl ++right ++s2)s3 —
rules g left right —
derives2 g (sl ++inl left ::s2)s3

Inductive derives3
(g: cfg): non_terminal — sentence — Prop :=
| derives3_rule:
¥V (n: non_terminal) (1t: sentence),
rules gn(map inr 1t) - derives3gn 1t
| derives3_step:

V (n: non_terminal) (ltnt:sf)(1t: list terminal),
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rulesgn ltnt -+ derives3_aux g ltnt 1t - derives3gn lt
with derives3_aux (g: cfqg): sf —+ sentence — Prop =
| derives3_aux_empty:
derives3_aux g[][]
| derives3_aux_t:
V (t: terminal) (1tnt: sf) (1t: sentence),
derives3_aux gltnt 1t - derives3_auxg(inrt :ltnt)(t:1t)
| derives3_aux_nt:
V (n: non_terminal) (1t 1t’: sentence) (1tnt: sf),
derives3_aux g ltnt 1t - derives3gnlt’ —
derives3_aux g (inln:ltnt)(1t’ ++1t).

Inductive derives6
(non_terminal terminal : Type)
(g: cfgnon_terminal terminal)
: nat -sf -+sf - Prop:=
| derives6_0:

V s: sf,
derives6g0ss
| derives6_sum:
V (left :non_terminal)
V (right : sf)
¥V (i: nat)
V (sl s2s3: sf),
rules g left right —
derives6gi (sl ++right ++s2)s3 —

derives6 g (S i)(sl ++[inl left] ++s2) s3

The equivalence of definitions derives, derives?2, derives3 and derives6

has been proved. For the first case, we proved that derives g sl s2 <> derives2 g sl

s2. For the second and third cases we proved, respectively, that derives g n

(map inr

s) <> derives3 g n sandthatderives g sl s2+¢>dn,derives6 g n sl s2.

The corresponding lemmas are:

m derives_equiv_derives?2;
m derives_equiv_derives3 and

m derives_equiv_derivesé.

As an example, consider grammar G of Section 6.2.1. We present below proofs of the

fact that the string aab can also be directly derived in G according to the new definitions, however

using different strategies.
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Lemma derives2_g_aab:
derives2 g[inl S’][inr a;inr a; inr b].
Proof.
assert (derives2 g[inr a; inr a; inr b] [inr a; inr a; inr b]).
{
apply derives2_refl.
}
change [inr a;inr a;inr b]with ([inr a; inr a] ++[inr nt b]) in H.
apply derives2_step
with (sl:=[inr a;inr a])(right:=[inrb])(s2:=[]) (left:=S’) in H.
— change ([inr a; inr a] ++[inl S’]) with ([inr a] ++[inr a;inl S’]) in H.
apply derives2_step
with (sl:=[inr a]) (right:=[inr a; inl S’])(s2:=[]) (left:=S’) in H.
+ change ([inr a] ++[inl S’]) with ([inr a; inl S’]) in H.
apply derives2_step
with (sl:=[]) (right:=[inr a;inl S’])(s2:=[]) (left:=S’)in H.
* simpl in H; exact H.
* simpl; apply rl.
+ simpl; apply rl.
— simpl; apply r2.
Qed.

Lemma derives3_g_aab:
derives3 g S’ [a; a; bl.
Proof.
apply derives3_stepwith (ltnt:=[inr a;inl S’]).
— simpl; apply rl.
—apply derives3_aux_t.
rewrite <—app_nil_r.
apply derives3_aux_nt.
+ apply derives3_aux_empty.
+ apply derives3_stepwith (ltnt:=[inr a;inl S’]).
* simpl; apply rl.
* apply derives3_aux_t.
rewrite <—app_nil_r.
{
apply derives3_aux_nt.
— apply derives3_aux_empty.
—apply derives3_rule; simpl; apply r2.
}
Qed.
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Lemma derives6_g_aab:

derives6 g3[inl S’][inr a; inr a; inr b].

Proof.

assert (derives6g0[inr a;inr a;inr b] [inr a; inr a; inr b)).
{
apply derives6_0.

}
change [inr a;inr a;inr b]with ([inr a; inr a] ++[inr nt b]) in H.
apply derives6_sum
with (sl:=[inr a;inr a])(right:=[inrb])(s2:=[]) (left:=S’) in H.
— change ([inr a; inr a] ++[inl S’] ++[]) with ([inr a] ++[inr a; inl S’]) in H.
apply derives6_sum
with (sl:=[inr a]) (right:=[inr a; inl S’])(s2:=[]) (left:=S’) in H.
+ change ([inr a] ++[inl S’] ++[]) with ([inr a; inl S’]) in H.
apply derives6_sum
with (sl:=[]) (right:=[inr a;inl S’])(s2:=[]) (left:=S’)in H.
* simpl in H; exact H.
* simpl; apply rl.
+ simpl; apply rl.
— simpl; apply r2.
Qed.

Despite the diversity of definitions for a derivation (derives through derives7), not
all of them have been used in the formalization and some remain only as exercises. Still, the
predicate derives is used as much as possible in the statements in order to improve readability.
Then, when necessary, it is substituted for the alternative predicate that suits better the proof that

follows.

6.4 Method

Except for the Pumping Lemma, this formalization is essentially about context-free
grammar manipulation. That is, about the definition of a new grammar from a previous one
(or two), such that it satisfies some very specific properties. This is exactly the case when we
define new grammars that generate the union, concatenation, closure (Kleene star) of given input
grammar(s). Also, when we create new grammars that exclude empty rules, unit rules, useless
symbols and inaccessible symbols from the original ones. Finally, it is also the case when we
construct a new grammar, based on some other input grammar, such that the new grammar
generates the same language and observes the Chomsky Normal Form.

Schematically, in the general case the mapping of grammar g; = (V1,X, P}, S)) into

grammar g, = (V»,X, P>, S ) requires the definition of a new set of non-terminal symbols N, a
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new set of rules P, and a new start symbol S;:

81 ~ 8
Vi ~ WV,
P~ P
S~ 5

Similarly, the mapping of grammar g; = (V|, X, P;,S1) and grammar g, = (V»,X, P»,5>)

into grammar g3 = (V3,X, P3,S3) requires the definition of a new set of non-terminal symbols

N3, a new set of rules P3 and a new start symbol S3:

81,82 ~ 83
Vi,Vao ~ V3
PP, ~ P
S1,82 ~ S3

For all cases of grammar manipulation, we consider that the original and final sets of

terminal symbols are the same. Also, we have devised the following common approach to

constructing the desired grammars:

. Depending on the case, inductively define the type of the new non-terminal symbols;

this will be important, for example, when we want to guarantee that the start symbol
of the grammar does not appear in the right-hand side of any rule or when we have to
construct new non-terminals from the existing ones; the new type may use some (or

all) symbols of the previous type (via mapping), or also add new symbols;

. Inductively define the rules of the new grammar, in a way that it allows the construc-

tion of the proofs that the resulting grammar has the required properties; these new
rules will likely make use of the new non-terminal symbols described above; the new
definition may exclude some of the original rules, keep others (via mapping) and still

add new ones;

. Define the new grammar by using the new type of non-terminal symbols and the new

rules; define the new start symbol (which might be a new symbol or an existing one)

and build a proof of the finiteness of the set of rules for this new grammar;

. State and prove all the lemmas and theorems that will assert that the newly defined

grammar has the desired properties;

. Consolidate the results within the same scope and finally with the previously obtained

results.
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In the following sections, this approach will be explored with further detail for each main

result listed in the beginning of the section.

6.5 Closure Properties

After context-free grammars and derivations were defined, and the generic CFG library
was built, the basic operations of union, concatenation and closure for context-free grammars
were described in a rather straightforward way. These operations provide, as their name suggests,
new context-free grammars that generate, respectively, the union (Section 6.5.1), concatenation
(Section 6.5.2) and the Kleene star closure (Section 6.5.3) of the language(s) generated by the

input grammar(s)°.

6.5.1 Union

Given two arbitrary context-free grammars g; and g, we want to construct g3 such
that L(g3) = L(g1) UL(g2) (that is, the language generated by g3 is the union of the languages
generated by g and g»).

The classical informal proof constructs g3 = (V3,X, P3,S3) from g; and g; such that
N3 =N UNU {53} and ;=P UP,U {S3 — 51,83 — Sz}. Thus:

81,8 ~ &3
P, P Ps

PIND)

Y

by

{3 #{s

©
)
3
Q

Vi, V3

(s {3

St1, $2 S3

new

The first definition below (g_uni_nt) represents the type of the non-terminal symbols
of the union grammar, created from the non-terminal symbols of the source grammars (respec-
tively, non_terminall and non_terminal?2). Initially, the non-terminals of the source
grammars are mapped to non-terminals of the union grammar. Second, there is the need to add
a new and unique non-terminal symbol (Start_uni), which will be the start symbol of the

union grammar.

Inductive g_uni_nt (non_terminal_1 non_terminal_2: Type): Type:=
| Start_uni
| Transfl_uni_nt:non_terminal_1 — g_uni_nt

| Transf2_uni_nt:non_terminal_2 — g_uni_nt.

3The results of this section are available in libraries union.v, concatenation.v and closure.v.



72 CHAPTER 6. FORMALIZATION OF CONTEXT-FREE LANGUAGE THEORY

The functions g_uni_sf_1iftl and g_uni_sf_ 1ift2 simply map sentential
forms from, respectively, the first or the second grammar, and produce sentential forms of the

union grammar. This will be useful when defining the rules of the union grammar.

Notation sfl:=(list (non_terminal_1 + terminal)).
Notation sf2:=(list (non_terminal_2 + terminal)).

Notation sfu:=(list (g_uni_nt + terminal)).

Definitiong_uni_sf_ 1liftl (c:non_terminal_1+terminal)
: g_uni_nt+terminal:=

match cwith

| inl nt = inl (Transfl_uni_nt nt)

| inrt = inrt

end.

Definitiong_uni_sf 1ift2 (c:non_terminal_2 +terminal)
: g_uni_nt +terminal:=

match cwith

| inl nt = inl (Transf2_uni_nt nt)

| inrt =inrt

end.

The rules of the union grammar are represented by the g_uni_rules inductive def-
inition. Constructors Startl uni and Start2_uni state that two new rules are added to
the union grammar: respectively the rule that maps the new start symbol to the start symbol of
the first grammar, and the rule that does the same for the second grammar. Then, constructors
Liftl_uni and Lift2_uni simply map rules of first (resp. second) grammar into rules of

the union grammar.

Inductive g_uni_rules
(non_terminal_1 non_terminal_2 terminal : Type)
(gl: cfgnon_terminal_1 terminal)
(g2: cfgnon_terminal_2 terminal)
: g_uni_nt -+ sfu—Prop:=
| Startl uni:
g_uni_rules gl g2 Start_uni [inl (Transfl_uni_nt (start_symbol gl))]
| Start2_uni:
g_uni_rules gl g2 Start_uni [inl (Transf2_uni_nt (start_symbol g2))]
| Liftl uni:
V nt: non_terminal_ 1,
V s: sfl,
rules gl nt s —
g_uni_rules gl g2 (Transfl_uni_nt nt)(mapg_uni_sf_1liftl s)
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| Lift2_uni:
V nt: non_terminal_ 2,
V s: sf2,
rules g2 nt s —
g_uni_rules gl g2 (Transf2_uni_nt nt) (map g_uni_sf_ 1ift2 s).

Finally, g_uni describes how to create a union grammar from two arbitrary source
grammars. It uses the previous definitions to give values to each of the components of a new

grammar definition.

Definition g_uni
(non_terminal_1 non_terminal_2 terminal : Type)
(gl: cfgnon_terminal_1 terminal)
(g2: cfgnon_terminal_2 terminal)
: (cfgg_uni_nt terminal):=
{I start_symbol:=Start_uni;
rules:=g_uni_rules gl g2;

rules_finite:=g_uni_finite gl g2l}.

To summarize, we relate below the transformations that create the new union grammar

to the new inductive definitions and corresponding constructors:

» For the new set of non-terminals (inductive definition g_uni_nt):

» All the non-terminals of g; (constructor Transfl_uni_nt);
» All the non-terminals of g, (constructor Transf2_uni_nt);

= A fresh new non-terminal symbol S3 (constructor Start_uni).
» For the new set of rules (inductive definition g_uni_rules):

n All the rules of g1 (constructor Lift1_uni);
n All the rules of g, (constructor Lift2_uni);

s Twonew rules: S3 — S and S3 — S7 (respectively constructors Startl_uni
and Start2_uni).

s For the new grammar (definition g_uni):

= The new set of non-terminals (implicit);
s The new set of rules (g_uni_rules gl g2);

= The new non-terminal as the start symbol (Start_uni as S3).
As an example, consider grammars G and G:

[ ] G1 = ({Sl,Xl,a,b},{a,b},{Sl — aXl,Xl — aX1 | b},Sl);
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w Gy = ({82,X2,a,c},{a,c},{S2 = aXy, X2 — aX | c},$2).

Then, the new grammar G3 that generates L(G;) U L(G») can be expressed as:

G3 = ({S3,S1,S2,X1,X2,Cl,b,€},{Cl,b,C},P37S3)

with P3 containing the following rules:

S3
S
Xi
AY)
X2

A

NERY
aXy
aX, | b
aXp

aXp | ¢

Observe, in this example, that S3 (the start symbol of G3) is the newly introduced non-

terminal symbol and corresponds to constructor Start_uni in the definition of g_uni_nt.

Also, that since g_un1i is parametrized on types non_terminal_1 and non_terminal_2,

this means that the original names of the non-terminals are preserved, respectively, under

constructors Transfl_uni_nt and Transf2_uni_nt (in the example represented by

numeric subscripts).

The Coq scripts for g1, g2 and g3 can be defined as (the proofs of finiteness of the

grammars have been omitted):

Inductive non_terminall: Type:=
I s1
[ X1.

Inductive non_terminal2: Type:=
| S2
| X2.

Inductive terminal: Type:=
| a
I b

| c.

Inductive rsl:non_terminall — list (non_terminall + terminal) — Prop:=

| r11l:rsl Sl [inr a;inl X1]
| r12:rsl X1l [inr a;inl X1]
| r13:rsl X1 [inr b].

Definition gl: cfgnon_terminall terminal :={l
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start_symbol:=S1;
rules:=rsl;

rules_finite:=rsl_finitel}.

Inductive rs2:non_terminal2 — list (non_terminal2 + terminal) — Prop:=
| r21:rs2 S2[inr a; inl X2]

| r22:rs2X2[inr a; inl X2]

| r23:rs2 X2 [inr c].

Definition g2: cfgnon_terminal2 terminal :={|
start_symbol:=S2;
rules:=rs2;

rules_finite:=rs2_finitel}.

Definition g3:=g_uni gl g2.

Note that g1 and g2 use different sets of non-terminal symbols (in this case, respec-
tively non_terminall and non_terminal?2) but share the same set of terminal symbols
(terminal), as required by the previous definitions. The union grammar g3 is then defined
simply by g_uni gl g2. Observe, also, that since the non-terminal symbols correspond to
the constructors of an inductive definition, it is not possible to use the same non-terminal symbol
for two different grammars, as this would violate the rule of Coq that requires these names to be
different.

Similar definitions were created to represent the concatenation of any two grammars and

the closure of a grammar, as explained n the folowing sections.

6.5.2 Concatenation

Given two arbitrary context-free grammars g and g, we want to construct g3 such that
L(g3) =L(g1)-L(g>) (that is, the language generated by g3 is the concatenation of the languages
generated by g and g»).

The classical informal proof constructs g3 = (V3,X, P3,S3) from g; and g such that
N3 =N UN,U{S3} and P = PLUP,U{S3 — S1S,}. Thus:

83
Ps

81, 82
P, P

(s {8 ¢

T T )
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]
=
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The following definitions are used in our formalization:

Inductive g_cat_nt (non_terminal_1 non_terminal_2 terminal : Type): Type:=
| Start_cat
| Transfl_cat_nt:non_terminal_1 — g_cat_nt

| Transf2_cat_nt:non_terminal_2 — g_cat_nt.

Notation sfl:=(list (non_terminal_1 + terminal)).
Notation sf2:=(list (non_terminal_2 + terminal)).

Notation sfc:=(list (g_cat_nt + terminal)).

Definitiong_cat_sf 1liftl (c:non_terminal_1+terminal):
g_cat_nt +terminal:=

match cwith

| inl nt = inl (Transfl_cat_nt nt)

| inrt =inrt

end.

Definitiong_cat_sf_1ift2 (c:non_terminal_2 + terminal):
g_cat_nt +terminal:=

match cwith

| inl nt = inl (Transf2_cat_nt nt)

| inrt = inrt

end.

Inductive g_cat_rules
(non_terminal_1 non_terminal_2 terminal : Type)
(gl: cfgnon_terminal_1 terminal)
(g2: cfgnon_terminal_2 terminal)
: g_cat_nt =+ sfc —Prop:=
| New_cat:
g_cat_rules gl g2 Start_cat
([ inl (Transfl_cat_nt (start_symbol gl))]++
[inl (Transf2_cat_nt (start_symbol g2))])
| Liftl cat:
V nt s,
rules gl nt s —
g_cat_rules gl g2 (Transfl_cat_nt nt) (map g_cat_sf_1iftl s)
| Lift2 cat:
YV nt s,
rules g2 nt s —
g_cat_rules gl g2 (Transf2_cat_nt nt) (map g_cat_sf_1ift2 s).
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Definition g_cat
(non_terminal_1 non_terminal_2 terminal : Type)
(gl: cfgnon_terminal_1 terminal)
(g2: cfgnon_terminal_2 terminal)
: (cfgg_cat_nt terminal):=
{I start_symbol:=Start_cat;
rules:=g_cat_rules gl g2;
rules_finite:=g_cat_finite gl g2l}.

In this case, the new grammar (g_cat gl g2) is built in such a way that it has all
the rules of g1 and g2, plus a new rule that maps the new start symbol (Start_cat) to the
concatenation of the start symbols of the argument grammars (respectively start_symbol
gl and start_symbol g2).

To summarize, we relate below the transformations that create the new concatenation

grammar to the new inductive definitions and corresponding constructors:

» For the new set of non-terminals (inductive definition g_cat_nt):

» All the non-terminals of g; (constructor Transfl_cat_nt);
n All the non-terminals of g, (constructor Transf2_cat_nt);

» A fresh new non-terminal symbol S3 (constructor Start_cat).
» For the new set of rules (inductive definition g_cat_rules):

n All the rules of g| (constructor Lift1_cat);
» All the rules of g, (constructor Lift2_cat);

» One new rule: S3 — 515, (constructor New__cat).
» For the new grammar (definition g_cat):

s The new set of non-terminals (implicit);
m The new set of rules (g_cat_rules gl g2);

» The new non-terminal as the start symbol (Start_cat as S3).
As an example, consider again grammars G and G, of Section 6.5.1:

» G = ({S81,X1,a,b},{a,b},{S1 = aX1, X1 — aX; | b},S1);

[ ] G2 = ({Sz,Xz,a,CL{a,C},{SZ — aXz,Xz — aXz | C},Sz).
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Then, the new grammar G3 that generates L(G;) - L(G3) can be expressed as:

G3 = ({83,51,82,X1,X2,a,b,c},{a,b,c},P3,S3)

with P3 containing the following rules:

S3 = 515
S = aX

X1 — aXp|b
Sy — aXp
X — aXo|c

Observe, in this example, that S3 (the start symbol of G3) is the newly introduced non-
terminal symbol and corresponds to constructor Start_cat in the definition of g_cat_nt.
Also, that since g__cat is parametrized on types non_terminal_1 and non_terminal_2,
this means that the original names of the non-terminals are preserved, respectively, under
constructors Transfl_cat_nt and Transf2_cat_nt (in the example represented by
numeric subscripts).

The corresponding concatenation grammar g3, in this case, can be obtained directly

from the statement:
Definition g3:=g_cat gl g2.

supposing that g1 and g2 were defined as in Section 6.5.1.

6.5.3 Kleene Star

Given an arbitrary context-free grammar g;, we want to construct g, such that L(g,) =
(L(g1))* (that is, the language generated by g, is the reflexive and transitive concatenation
(Kleene star) of the language generated by g1).

The classical informal proof constructs g, = (V»,X,P5,S,) from g; such that N, =
NiUN,U{S2} and P, = PLUP,U{S, — $251,52 — S1}. Thus:
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The following definitions are used in our formalization:

Notation sfc:=(list (g_clo_nt + terminal)).

Inductive g_clo_nt (non_terminal : Type): Type =
| Start_clo:g_clo_nt

| Transf_clo_nt:non_terminal —g_clo_nt.

Definitiong_clo_sf_lift (c:non_terminal +terminal):
g_clo_nt +terminal:=

match cwith

| inl nt = inl (Transf_clo_nt nt)

| inrt =inrt

end.

Inductive g_clo_rules
(non_terminal terminal : Type)
(g: cfgnon_terminal terminal)
: g clo_nt -+sfc —Prop:=
| Newl_clo:
g_clo_rules gStart_clo ([inl Start_clo] ++
[inl (Transf_clo_nt (start_symbol g))])
| New2_clo:
g_clo_rules gStart_clo|[]
| Lift_clo:
V nt: non_terminal,
V s: sf,
rules gnt s —
g_clo_rules g(Transf_clo_nt nt)(mapg_clo_sf_lift s).

Definitiong_clo(g:cfgnon_terminal terminal):
(non_terminal terminal : Type)
(g: cfgg_clo_nt terminal):=
{I start_symbol:=Start_clo;
rules:=g_clo_rules g;

rules_finite:=g_clo_finitegl}.

In this case, the new grammar (g_clo g) is built in such a way that it has all the rules
of g, plus two new rules: one that generates the empty string directly from the start symbol of

g_clo g, and another one that allows for the arbitrary concatenation of strings generated by g.

To summarize, we relate below the transformations that create the new Kleene star

grammar to the new inductive definitions and corresponding constructors:
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» For the new set of non-terminals (inductive definition g_clo_nt):

» All the non-terminals of g; (constructor Transf_clo_nt);

= A fresh new non-terminal symbol S, (constructor Start_clo).
» For the new set of rules (inductive definition g_clo_rules):

n All the rules of g (constructor Lift1_clo);

» Two new rules: §» — 5»>51 and S, — € (respectively constructors Newl_clo
and New2_clo).

s For the new grammar (definition g_clo):

s The new set of non-terminals (implicit);
n The new set of rules (g_clo_rules qg);

= The new non-terminal as the start symbol (Start_clo as $3).
As an example, consider once more grammar G of Section 6.5.1:
G, = ({S1,X1,a,b},{a,b},{S| — aX1,X; — aX, | b},S))
Then, the new grammar G, that generates L(G)* can be expressed as:
Gy = ({82,851, X1,a,b},{a,b}, P,5>)

with P, containing the following rules:

S — €

S = 585
S = aX

X, — aXy|b

Observe, in this example, that S5 (the start symbol of G») is the newly introduced non-
terminal symbol and corresponds to constructor Start_clo in the definition of g_clo_nt.
Also, that since g__c1o is parametrized on type non_terminal, this means that the original
names of the non-terminals are preserved under constructor Transf_clo_nt.

The corresponding Kleene star closure grammar g3, in this case, can be obtained directly

from the statement:
Definition g2:=g_clo gl.

supposing that g1 was defined as in Section 6.5.1.
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6.5.4 Correctness and Completeness

Although simple in their structure, it must be proved that the definitions g_uni, g_cat
and g_clo always produce the correct result. In other words, these definitions must be “certi-
fied”, which is one of the main goals of formalization. In order to accomplish this, we must first
state the theorems that capture the expected semantics of these definitions. Finally, we have to
derive proofs of the correctness of these theorems.

This can be done with a pair of theorems for each grammar definition: the first relates
the output to the inputs, and the other one does the converse, providing assumptions about the
inputs once an output is generated. This is necessary in order to guarantee that the definitions do
only what one would expect, and no more.

In what follows, an informal statement is presented right before the corresponding Coq
theorem. This is intended to abstract over the necessary mappings that occur in the Coq terms,
due to the different types of non-terminals, sentential forms etc involved.

For union, we need to prove (considering that g3 is the union of g; and g, and S3,S5; and

S, are, respectively, the start symbols of g3, g1 and g;):
Vg1, g2, 81, 52, (S1 :>;1 51— 93 :>;3 s1) A (82 :>Z2 §2 — 53 :>;3 52)

which translates in Coq into:

Theorem g_uni_correct:

VY gl: cfgnon_terminal_1 terminal,

V g2: cfgnon_terminal_2 terminal,

V sl: sfl,

V s2: sf2,

(generates gl sl - generates (g_uni gl g2) (map g_uni_sf_1liftl sl))
A

(generates g2 s2 — generates (g_uni gl g2) (map g_uni_sf_1ift2 s2)).

The strategy used in the proof of the correctness of the union is as follows:
= Split the statement (S =g, 51— 83 =, s1) A (82 =g, 52 = 83 =, s7) in two parts:

n First part: §) = 51— S3 =, 51

s Split the goal S3 :>§3 s1 into subgoals §3 =>¢, S1 and S :>§3 S1;
(this is done by lemma derives_trans)

= Prove that §3 =, Si;
(this is a direct consequence of the definition of g_uni_rules,
constructor Startl_uni)

» Prove that S; :>;1 51— 81 :>fg‘,3 S15
(this is done by lemma derives_add_uni_left, whichis

proved by induction on predicate derives in §; = s1)
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= Second part: S, :>;2 52— S3 :>;3 52}

= Split the goal S3 :>;3 57 into subgoals S3 =>¢, > and S :>;‘3 525
(this is done by lemma derives_trans)

= Prove that §5 =, $7;
(this is a direct consequence of the definition of g_uni_rules,
constructor Start2_uni)

» Prove that S, = 52 — Sz =, 2
(this is done by lemma derives_add_uni_right, which

is proved by induction on predicate derives in S =, $2)

For the converse of union we have:

*

Vs3, (83 =5, 53) = (S1 =5, 53) V (S2 =, 83)

Theoremg_uni_correct_inv:

V gl: cfgnon_terminal_1 terminal,

V g2: cfgnon_terminal_2 terminal,

V s: sfu,

generates (g_uni gl g2) s —

(s=[inl (start_symbol (g_uni gl g2))]) V

(3 sl:sfl,(s=(mapg_uni_sf_1liftl sl) Agenerates gl sl))V
(3 s2:sf2,(s=(map g_uni_sf_ 1ift2 s2) Agenerates g2 s2)).

The idea here is to express that, if a string is generated by g_uni, then it must only
belong to the union of strings generated by the grammars combined by the definition. The
statement in Coq, however, is actually more general: it uses the generates predicate instead
of the produces predicate, which allows one to consider sentential forms instead of sentences,
and for this reason includes the possibility of S5 as a sentential form generated by g3 (in this case
with no rule application).

The strategy used in the proof of the completeness of the union uses, first, induction on
predicate derives (in S3 :>Z,3 s3). The base case is trivial and for the induction case a series of
case analysis over lists, disjunctions and the definition of g_uni_rules completes the proof.

Together, the two theorems represent the semantics of the context-free grammar union
operation. The same ideas have been applied to the statement and proof of the following theorems,
relative to the concatenation and closure operations.

For concatenation, the following Coq statement expresses the result we want to prove
(considering that g3 is the concatenation of g; and g, and S3,S; and S, are, respectively, the start
symbols of g3, g1 and g;):

Vg1, 82, 51,52, (S1 =g, 51) A (S2 =, 52) = (53 =, 51°52)
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Theoremg_cat_correct:

V gl: cfgnon_terminal_1 terminal,

V g2: cfgnon_terminal_2 terminal,

V sl: sfl,

V s2: sf2,

generates gl sl Agenerates g2 s2 —

generates (g_cat gl g2) ((map g_cat_sf_1iftl sl)++(map g_cat_sf_1ift2 s2)).

The above theorem states that if context-free grammars g1 and g2 generate, respectively,
strings s1 and s2, then the concatenation of these two grammars, according to the proposed
mapping, generates the concatenation of string s1 with string s2.

The strategy used in the proof of the correctness of the concatenation is as follows:

= Split the goal S3 :>§3 s1 -5 into subgoals S3 =>4, S1 -S> and §1 -5 :>Z,3 S1°82;

(this is done by lemma derives_trans)

= Prove that S5 =, S1-52;

(this is a direct consequence of the definition of g_cat_rules, constructor New_cat)

= Prove that S| = 51 AS2 =5 — 8182 =, 5152
(this is done by lemma g_cat_correct_aux, which is proved by simultaneous

induction on predicate derives in S :>§l s1 and S, :>§2 52)

As mentioned before, the above theorem alone does not guarantee that g_cat will not
produce outputs other than the concatenation of its input strings. This idea is captured by the

following complementary theorem:
Vs3, (S3 :>§3 s3) — ds1,s2] (53 =151-52) A (S1 =>; s1) A (S2 :>§2 52)

For the converse of concatenation, the following Coq statement expresses the result we

want to prove:

Theorem g_cat_correct_inv:

V gl: cfgnon_terminal_1 terminal,

V g2: cfgnon_terminal_2 terminal,

V s: sfc,

generates (g_cat gl g2) s —

s =[inl (start_symbol (g_cat gl g2))]V

dsl:sfl,

ds2:sf2,

s =(mapg_cat_sf_1liftl sl)++(mapg_cat_sf_1lift2 s2)A

generates gl sl Agenerates g2 s2.
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Similarly to the stategy used in the proof of the completeness of the union, the strategy
used in the proof of the completeness of the concatenation uses, first, induction on predicate
derives (in S3 :>§3 s3). The base case is trivial and for the induction case a series of case
analysis over lists, disjunctions and the definition of g_cat_rules completes the proof.

For closure, we have (considering that g; is the Kleene star of g; and S, and S are,

respectively, the start symbols of g and g1):
Vg1, 51,52, (82 =, €) A ((S2 =g, 52) A(S1 =, 51) = S2 =g, 52-51)

which translates in Coq into:

Theoremg_clo_correct:

V g: cfgnon_terminal terminal,

V s: sf,

V s’ sfc,

generates (g_clog)nil A(generates (g_clog)s’ Ageneratesgs —
generates (g_clog)(s’++mapg_clo_sf_1lift s)).

The strategy used in the proof of the correctness of the Kleene star is as follows:

= Split the statement (S> =% )N ((S2 =3 52) A\ (S =7 s1) — S =g, 52 s1) in two
parts:

» First part:
s Prove that S, :>Z§2 €;
(this is a direct consequence of the definitionof g_clo_rules,
constructor New2_clo)
= Second part: (Sz :>§2 52) A (S] :>§l S]) — S :>z,2 §2 81,
= Split the goal S, :>§2 s7 - §1 into subgoals Sy =, $> -S| and
AR =>§2 §2 815
(this is done by lemma derives_trans)
» Prove that $) =4, $7-S;
(this 1s a direct consequence of the definitionof g_clo_rules,
constructor Newl_clo)
» Prove that S| =5 51 — S1 =, s1;
(this is done by lemma derives_add_clo, which is proved
by induction on predicate derives in S :>§1 s1)
» Prove that S; :>Z§2 S1;
(use the hypothesis and the previous result)
= Split the goal S, - S :>j;2 s7 - 51 into subgoals S» :>§2 5o and
M =>Z;2 S15

(this is done by lemma derives_combine)
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3 * .
» Use the hypothesis to prove S =, s2;

: *
= Use the previous result to prove S =, 1.

Finally:

Vsa, (Sz :>§2 Sz) — (S2 = 8) V (E| S1, Slz | (S2 = Slz-Sl) N (Sz :>2§2 S/2> A (Sl :>; S1)>

Theoremg_clo_correct_inv:
V g: cfgnon_terminal terminal,
V s: sfc,
generates (g_clog)s —
(s=[D Vv
(s=[inl (start_symbol (g_clo g))]) V
(3 s’: sfc,
35s”: sf,
generates (g_clo g) s’ Agenerates gs’ As=s’ ++mapg_clo_sf_1lift s”).
Similarly to the stategy used in the proof of the completeness of the union, the strategy
used in the proof of the completeness of the Kleene star uses, first, induction on predicate
derives (in 8y =, 52). The base case is trivial and for the induction case a series of case
analysis over lists, disjunctions and the definition of g_clo_rules completes the proof.

The proofs of all the six main theorems have been completed:
m g_uni_correct and g_uni_correct_inv for union;
m g_cat_correct and g_cat_correct_inv for concatenation, and
m g _clo_correct and g_clo_correct_inv for closure.

In all three cases, the correctness proofs are straightforward and follow closely the
informal proofs available in most textbooks. The formalization consists of a set of short and
readable lemmas, except for the details related to mappings involving sentential forms. Since
every grammar is defined with a different set of non-terminal symbols (i.e. uses a different type
for these symbols), sentential forms from one grammar have to “mapped” to sentential forms
of another grammar in order to be usable and not break the typing rules of Coq. This required
a lot of effort in order to provide and use the correct mapping functions, and also to cope with
it during proof construction. This is something that we don’t see in informal proofs, and is
definitely a burden when doing the formalization.

The completeness proofs, on the other hand, resulted in single lemmas with reasonably
long scripts (~280 lines) in each case. Intermediate lemmas were not easily identifiable as in the
correctness cases and, besides the initial induction of predicate derives, the long list of various
types of case analysis increased the complexity of the scripts, which are thus more difficult to

read.
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It should be added that the closure operations considered here can be explained in a very
intuitive way (either with grammars or automata), and for this reason many textbooks don’t even
bother going into the details with mathematical reasoning. Because of this, our formalization
was a nice exercise in revealing how simple and intuitive proofs can grow in complexity with

many details not even considered before.

6.5.5 Closure over Languages

The results of the previous section were all formulated over grammars, and it is desir-
able to obtain equivalent versions using languages instead. Thus, we have defined the union,

concatenation and closure of arbitrary languages as follows:

Inductive 1_uni (terminal : Type) (11 12: lang terminal): lang terminal:=
| 1 uni_ 11:V s:sentence,1ls—1_unilll2s
| 1 uni_ 12:V s:sentence,12s—1_unilll12s.

Inductive 1_cat (terminal : Type) (11 12: lang terminal): lang terminal:=
| 1_cat_app:Vsl s2:sentence, 11 sl =>12s2—1_cat 1112 (sl ++s2).

Inductive 1_clo (terminal : Type) (1: lang terminal): lang terminal:=
| 1_clo_nil:1_clol[]
| 1_clo_app:Vsl s2:sentence,(l_clol)sl —+1s2—=1_clol(sl++s2).

With these definitions, it is immediate to prove that the operations of union, concatenation
and closure are correct, including the converse versions. However, it remains to be proved that

the newly generated languages are also context-free, which leads to the following theorems:

Theoreml uni_is_ cfl:
VY 1112:lang terminal,
cflll »cfll2 —=cfl(1_unill12).

Theoreml cat_is_cfl:
VY 1112:lang terminal,
cflll »5cfll2 —»cfl(l_cat 1112).

Theoreml_clo_is_cfl:
V 1: lang terminal,
cfll —-cfl(l_clol).

In all cases, the proofs obtained rely on (i) the existence of context-free grammars that
generated the original languages, a direct consequence of the definition of the predicate c£1 and

(11) the results that were previously proved for context-free grammars in Section 6.5.4.
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6.6 Simplification

The definition of a context-free grammar, and also the operations specified in the previous
section, allow for the inclusion of symbols and rules that may not contribute to the language being
generated. Besides that, context-free grammars may also contain rules that can be substituted by
equivalent smaller and simpler ones. Unit rules, for example, do not expand sentential forms
(instead, they just rename the symbols in them) and empty rules can cause them to contract.
Although the appropriate use of these features can be important for human communication
in some situations, this is not the general case, since it leads to grammars that have more
symbols and rules than necessary, making difficult its comprehension and manipulation. Thus,
simplification is an important operation on context-free grammars.

Let G be a context-free grammar, L(G) the language generated by this grammar and €
the empty string. Different authors use different terminology when presenting simplification
results for context-free grammars. In what follows, we adopt the terminology and definitions of
Sudkamp (2006).

Context-free grammar simplification comprises the manipulation of rules and symbols,

as described below:

1. An empty rule r € P is a rule whose right-hand side f is empty (e.g. X — €). We
formalize, in Section 6.6.1, that for all G there exists G’ such that L(G) = L(G’) and
G’ has no empty rules, except for a single rule § — € if € € L(G); in this case, S (the
initial symbol of G") does not appear on the right-hand side of any rule of G';

2. A unit rule r € P is a rule whose right-hand side 3 contains a single non-terminal
symbol (e.g. X — Y). We formalize, in Section 6.6.2, that for all G there exists G’
such that L(G) = L(G’) and G’ has no unit rules;

3. A symbol s € V is useful (SUDKAMP, 2006, p. 116) if it is possible to derive a string
of terminal symbols from it using the rules of the grammar. Otherwise, s is called an
useless symbol. A useful symbol s is one such that s =* @, with @ € X*. Naturally,
this definition concerns mainly non-terminals, as terminals are trivially useful. We
formalize, in Section 6.6.3, that for all G such that L(G) # 0, there exists G’ such
that L(G) = L(G’) and G’ has no useless symbols;

4. A symbol s € V is accessible (SUDKAMP, 2006, p. 119) if it is part of at least
one string generated from the root symbol of the grammar. Otherwise, it is called
an inaccessible symbol. An accessible symbol s is one such that S =* asf, with
o, € V*. We formalize, in Section 6.6.4, that for all G there exists G’ such that
L(G) = L(G’) and G’ has no inaccessible symbols.

Finally, we formalize, in Section 6.6.5, a unification result: that for all G, if G is non-

empty, then there exists G’ such that L(G) = L(G") and G’ has no empty rules (except for one, if
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G generates the empty string), no unit rules, no useless symbols, no inaccessible symbols and
the start symbol of G’ does not appear on the right-hand side of any other rule of G'*.

In all these four cases and the five grammars that are discussed next (namely g_emp,
g_emp’,g_unit, g_use and g_acc), the proof of rules_finite is based on the proof
of the corresponding predicate for the argument grammar. Thus, all new grammars satisfy the

cfg specification and are finite as well.

6.6.1 Empty rules

Result (1) of Section 6.6 is achieved in two steps. In the first step, we map grammar g;
into an equivalent grammar g, (except for the empty string), which is free of empty rules and
whose start symbol does not appear on the right-hand side of any rule. Next, we use g, to map
g1 into gz which is fully equivalent to g (including the empty string if this is the case). Thus,

from g we:
1. Construct g, such that L(g,) = L(g1) — €;
2. Construct g3 (using g») such that:

wm L(g3)=L(g)U{e}ifeeL(g)or
= L(g3) =L(g1)if e ¢ L(g1).

Schematically, for step 1 we construct g, such that some rules are excluded from the
original grammar (the empty rules), new rules are added (one directly, the others indirectly) and

a new start symbol is introduced:

81 ~ 82
P ~ P
<,>,+1
) ~ Y
~—~
same
Vi s %)
~—
+1
S ~ A\Y)

new

The idea of a nullable (SUDKAMP, 2006, p. 107) symbol is represented by the definition
empty:
Definition empty
(g: cfgterminal _)(s:non_terminal + terminal): Prop:=

derives g[s][].

4The results of this section are available in libraries emptyrules.v, unitrules.v, useless.v,
inaccessible.vand simplification.v.
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Notation sf’ represents a sentential form that is constructed with elements of types
non_terminal’ and terminal.

Function symbol_11ft maps apair of type (non_terminal + terminal) into
a pair of the disjoint union (non_terminal’ + terminal) by replacing each inhabitant

of type non_terminal with the corresponding inhabitant of type non_terminal’:

Inductive non_terminal’: Type:=
| Lift_nt:non_terminal — non_terminal’

| New_ss.
Notation sf’:=(list (non_terminal’ +terminal)).

Definition symbol_lift

(s: non_terminal + terminal): non_terminal’ + terminal:=
match swith

| inrt =inrt

| inln=-inl (Lift_nt n)

end.

With these definitions, a new grammar g_emp g has been defined, such that the lan-
guage generated by it matches the language generated by the original grammar (g), except for the
empty string. Predicate g_emp_ rules states that every non-empty rule of g is also a rule of
g_emp g, and also adds new rules to g_emp g where every possible combination of nullable
non-terminal symbols that appears on the right-hand side of a rule of g is removed, as long as
the resulting right-hand side is not empty. Finally, it adds a rule that maps a new symbol, the
start symbol of the new grammar (New_ss), to the start symbol of the original grammar. For
this reason, the new type non_terminal’ has been defined. The motivation for introducing
a new start symbol at this point is to be able to prove that the start symbol does not appear in
the right-hand side of any rule of the new grammar, a result that will be important in future

developments.

Inductive g_emp_rules
(non_terminal terminal : Type)
(g: cfgnon_terminal terminal)
: non_terminal’ — sf’ — Prop :=
| Lift_direct:
V left:non_terminal,
V right: sf,
right #[] = rules g left right —
g_emp_rules g (Lift_nt left) (map symbol_lift right)
| Lift _indirect:
V left:non_terminal,

V right: sf,
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g_emp_rules g (Lift_nt left) (map symbol_lift right)—

V sl s2:sf,

¥V s: non_terminal,

right =sl ++(inl s):s2 —

empty g (inl s) —

sl ++s2 #£[]—

g_emp_rules g (Lift_nt left) (map symbol_lift (sl ++s2))
| Lift_start_emp:

g_emp_rules gNew_ss [inl (Lift_nt (start_symbol g))].

Definition g_emp
(non_terminal terminal : Type)
(g: cfgnon_terminal terminal)
: cfgnon_terminal’ terminal :=
{I start_symbol:=New_ss;
rules:=g_emp_rules g;

rules_finite:=g_emp_finite gl}.

To summarize, we relate below the transformations that create g, (or g_emp) from g; to

the new inductive definitions and corresponding constructors:

» For the new set of non-terminals (inductive definition non_terminal’):

» All the non-terminals of g; (constructor Lift_nt);

= A fresh new non-terminal symbol S, (constructor New_ss).
» For the new set of rules (inductive definition g_emp_rules):

» All non-empty rules of g; (constructor Lift_direct);

n All rules of g; with every combination on nullable symbols in the right-

hand side removed, except if empty (constructor Lift_indirect);

a One new rule: S, — §; (constructor Lift_start_emp).
s For the new grammar (definition g_emp):

» The new set of non-terminals (implicit);
m The new set of rules (g_emp_rules qg);

= The new non-terminal as the start symbol (New_ss as S7).

Suppose, for example, that X, A, B, C are non-terminals, of which A, B and C are nullable,
a,b and c are terminals and X — aAbBcC is a rule of g. Then, the above definitions assert that

X — aAbBcC is arule of g_emp g, and also:
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s X — aAbBc;
s X — abBcC;
s X — aAbcC;
s X — aAbc;
s X — abBc;
s X — abcC;

s X — abc.

Observe that resulting grammar (g_emp g or g2) does not generate the empty string,
even if g (or g1) does so. The second step, thus, consists of constructing g3 such that it generates
all the strings of g, plus the empty string if g; does so. This is done by conditionally adding a
rule that maps the start symbol to the empty string. Schematically:

81 ~ &3
P ~ P;

~—~
same of go or +1

) ~ Y
—~

same of g2

Vi ~ V3

same of g»

S1 ~ S3

same of g2
We define g_emp’ g (or g3) such that g_emp’ g generates the empty string if g
generates the empty string. This was done by stating that every rule from g_emp gis alsoa

rule of g_emp’ g and also by adding a new rule that allow g_emp’ g to generate the empty

string directly if necessary.

Inductive g_emp’_rules
(non_terminal terminal : Type)
(g9: cfgnon_terminal terminal)
: non_terminal’ non_terminal — sf’ — Prop =
| Lift_all:
V left:non_terminal’ _,
V right:sf’,
rules (g_emp g) left right -+ g_emp’_rules g left right
| Lift_empty:
empty g (inl (start_symbol g)) - g_emp’_rules g (start_symbol (g_emp g)) [].
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Definition g_emp’
(non_terminal terminal : Type)
(g: cfgnon_terminal terminal)
: cfg(non_terminal’ _)terminal :=
{l start_symbol:=New_ss _;
rules:=g_emp _rules g;

rules_finite:=g_emp _finite gl}.

Note that the generation of the empty string by g_emp’ g depends on g generating the
empty string.
To summarize, we relate below the transformations that create g3 (or g_emp’ g) from

g1 (or g) to the new inductive definitions and corresponding constructors:

» For the new set of non-terminals:
» All the non-terminals of step 1.
» For the new set of rules (inductive definition g_emp’ _rules):

» All the rules of step 1 (constructor Lift_all);

s One new rule: S, — € if € € L(g1) (constructor Lift_empty).
» For the new grammar (definition g_emp”’ ):

s The same set of non-terminals;
» The new set of rules (g_emp’ _rules qg);

» The same start symbol (New_ss as $).

The proof of the correctness of the previous definitions is achieved through the following

theorem:

Theorem g_emp’_correct:

Y g: cfgnon_terminal terminal,

g_equiv (g_emp’ g) g A

(produces_empty g — has_one_empty_rule (g_emp’ g)) A
(~ produces_empty g — has_no_empty_rules (g_emp’ g)) A
start_symbol_not_in_rhs (g_emp’ g).

Three new predicates are used in this statement: has_one_empty_rule, to describe
a grammar that has a single empty rule among its set of rules (one whose left-hand side is the
initial symbol), has_no_empty_rules for a grammar that has no empty rules at all and
start_symbol_not_in_rhs to state that the start symbol does not appear in the right-hand

side of any rule of the argument grammar:
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Definition has_one_empty_rule (g: cfgnon_terminal terminal): Prop:=
V left:non_terminal,

V right: sf,

rules g left right —

((left =start_symbol g) A(right =[]) V right #[]).

Definition has_no_empty_rules (g: cfgnon_terminal terminal): Prop:=
V left:non_terminal,

Y right: sf,

rules g left right — right #/[].

Definition start_symbol_not_in_rhs (g: cfgnon_terminal terminal):=
V left:non_terminal,

V right: sf,

rules g left right - ~In(inl (start_symbol g)) right.

The definition of g_equiv, when applied to this theorem, yields:

V s: sentence,

produces (g_emp’ g) s <+ produces g s.

For the produces (g_emp’ g) s — produces g s part of the statement, the
strategy used is to prove that, for every rule left —; oo right of g_emp’ g, either left —,
right is arule of g or left :>§ right. Thus, any derivation in g_emp’ g can be translated into a

derivation in g. The proof is as follows:

» Case analysis shows right = € (s=¢€):

s We know that produces (g_emp’ g) €;
(by simple substitution)

s We know that the empty rule of g_emp’ must have been used in this
derivation;

(constructor Lift_empty)
s We know that produces g €.
(case analysis on g_emp’ _rules)
= Case analysis shows right # € (s# €):
= We can substitute g_emp’ for g_emp in the hypothesis;
(using lemma g_emp_equiv_g_emp’, since right # €)

» We know that if left —4 oy right, either left —, right is arule of g or
left = right; (from lemma derives_g_emp_g, which is proved by

induction on predicate derives)
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= In either situation, the proof if straightforward.

For the produces (g_emp’ g) s < produces g s part of the statement, the
strategy is similar to the previous one, and relies on proving that any non empty string that can

be derived in g can also be derived in g_emp g:
» Case analysis shows right = € (s=¢€):

s We know that produces g ¢;
(by simple substitution)

= We know that g_emp’ has an empty rule;
(constructor Lift_empty)

s We know that produces (g_emp’ g) E.
(application of Lift_empty)

= Case analysis shows right # € (s# €):

= Substitute g for g_emp in the hypothesis, which then becomes S :>’£,2 S15
(using lemma derives_g_g_emp, which states that every sentence
generated by g is also generated by g_emp, with the exception €, and
since right # €. This lemma is proved by induction on the number of
derivations in g, after substituting predicate derives by derivess,

see Section 6.3)

= Substitute g_emp’ by g_emp in the goal, which then becomes S» :;2 52;

(using lemma g_emp_equiv_g_emp’, since right # €)
» The new goal now is S| =, 51 — S2 =, s1;

= Substitute S, :>§2 s1 by subgoals S» :2‘,2 Sy and S :;2 S1s

(using lemma derives_trans)

s The second subgoal is trivial;

(use the hypothesis)

= For the first subgoal, use the definition of g_emp_rules;

(constructor Lift_start_emp)

For the produces_empty g— has_one_empty_rule (g_emp’ g) part, the
proof follows from the definition of g_emp’ _rules: constructor Lift_empty adds an
empty rule to the grammar whenever g produces the empty string.

For the ~produces_empty g — has_no_empty_rules (g_emp’ g) part,it
is enough to observe that g_emp’ can not have an empty rule when g does not generate
the empty string, since the rules of g_emp (constructor Lift_all) are all non-empty by

construction.
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Finally, the start_symbol_not_in_rhs (g_emp’ g) part of the statement is
a direct consequence of the fact that (i) a new start symbol (New__ss) has been added to g_emp;
(ii) this symbol is also the start symbol of g_emp’ and (iii) no rules have been added to g_emp
or g_emp’ that use this symbol in the right-hand side of any rule.

As it has been shown, the proof of g_emp’ _correct was reduced to the proof of
the equivalence of grammars g and g_emp g. The most difficult part of this formalization,
by far, was to prove this equivalence, as expressed by lemmas derives_g_g_emp and
derives_g_emp_g. While the second case was relatively straightforward, the first proved
much more difficult. This happens because the application of a rule of g can cause a non-terminal
symbol to be eliminated from the sentential form (if it is an empty rule), and for this reason
we have to introduce a new structure and do many case analysis in the sentential form of g in
order to determine the corresponding new rule of g_emp g that has to be used in the derivation.
We believe that the root of this difficulty was the desire to follow strictly the informal proof of
Sudkamp (2006, Theorem 5.1.5) which depends on an intuitive lemma (lemma 3.1.5), however
not easily formalizable. Probably for this reason, the solution constructed in our formalization is
definitely not easy or readable, and this motivates the continued search for a more simple and

elegant one.

6.6.2 Unit rules

Result (2) of Section 6.6 is achieved in only one step. We first define the relation
unit such that, for any two non-terminal symbols X and Y, unit X Y istrue when X =T1Y
(SUDKAMP, 2006, p. 114). This means that Y can be derived from X by the exclusive use of
one or more unit rules.

The mapping of grammar g; into an equivalent grammar g, such that g is free of unit
rules consists basically of keeping all non-unit rules of g; and creating new rules that reproduce
the effect of the unit rules that were left behind. No new non-terminal symbols are necessary.

Schematically:
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Definition unit is formalized as:
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Inductive unit
(terminal non_terminal : Type)
(g: cfgterminal non_terminal)
(a: non_terminal)
: non_terminal — Prop:=
| unit_rule:
YV (b: non_terminal),
rulesgalinl b] »unitgab
| unit_trans:
V b c: non_terminal,

unit gab —unitgbc—unitgac.

Grammar g_unit g (presented next) represents the grammar that is equivalent to g,
except that the unit rules of the latter have been substituted by others, non-unit rules, that produce
the same results in terms of the generated language. The idea is that g_unit g has all non-unit
rules of g, plus new rules that are created by anticipating the possible application of unit rules in

g, as informed by g_unit.

Inductive g_unit_rules
(terminal non_terminal : Type)
(g: cfgnon_terminal terminal)
: non_terminal — sf = Prop =
| Lift _direct’:
V left:non_terminal,
YV right: sf,
(V r: non_terminal, right #[inl r]) —
rules g left right —
g_unit_rules g left right
| Lift_indirect’:
V a b: non_terminal,
unitgab —
V right: sf,
rules gb right —
(V c: non_terminal, right #[inl c]) —

g_unit_rules ga right.

Definition g_unit
(terminal non_terminal : Type)
(g: cfgnon_terminal terminal)
cfgnon_terminal terminal :=
{Il start_symbol:=start_symbol g;
rules:=g_unit_rulesg;

rules_finite:=g_unit_finite gl}.
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To summarize, we relate below the transformations that create g, (or g_unit g) from

g1 (or g) to the new inductive definitions and corresponding constructors:

» For the new set of non-terminals:
» All the non-terminals of g;.
» For the new set of rules (inductive definition g_unit_rules):

= All non-unit rules of g; (constructor Lift_direct’);

» New rules: one for each a, b, right such that i) unit a b, (i1) b — right,
(iii) right is not a single non-terminal; the new rule becomes a — right

(constructor Lift_indirect’).
» For the new grammar (g_unit):

m The same set of non-terminals;
s The new set of rules (g_unit_rules g);

» The same start symbol (S7).

As an example, consider the grammar G = ({S,X,Y,Z,a,b,c},{a,b,c},P,S), with P

containing the following rules:

S — X|ab
X — Y|bc
Y — Z]ac
Z — abc

The above definitions assert that the new grammar G’ (the grammar that is equivalent to

G and is free of unit rules) has the following rules:

S — abc|ac|bc|ab
X — abclac|bc

Y — abc|ac

Z — abc

Finally, the correctness of g_unit comes from the following theorem:

Theorem g_unit_correct:
VY g: cfgnon_terminal terminal,

g_equiv (g_unit g) g Ahas_no_unit_rules (g_unit g).
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The predicate has_no_unit_rules states that the argument grammar has no unit

rules at all:

Definition has_no_unit_rules (g: cfgnon_terminal terminal): Prop:=
V left n: non_terminal,

V right: sf,

rules g left right — right # [inl n].

Similar to the proof of g_emp’_correct, for the produces (g_unit g) s
— produces g s part of the statement (obtained from g_equiv (g_unit g) g), the
strategy used here is to prove that, for every rule left —g ynir g right of g_unit g, ei-
ther left —¢ right is a rule of g or left = right. Thus, any derivation in g_unit g can
be translated into a derivation in g. The proof is as follows, and corresponds to lemma

generates_g_unit_g:

= Induction on predicate derives in the hypothesis:

m Base case: trivial

(use constructor derives_refl)
» Induction case:

» Substitute left :>Z_um-tg right in the hypothesis by left —,
right Vleft = right;
(use lemma rules_g_unit_g, which is proved by case anal-

ysison g_unit_rules)
» Case analysis on the disjunction:
m left —, right: trivial;
(use hypotheses and constructor derives_step to
obtain the derivation)
n left :>;§ right: trivial,
(use hypotheses and lemma derives_subs to ob-

tain the derivation)

For the produces (g_unit g) s < produces g s partof the statement, the
strategy involves induction over predicate derives3 that is equivalent to derives but gener-
ates the sentence directly from a non-terminal symbol (see Section 6.3). Here is a sketch of the

proof, that corresponds to lemmas derives_g_g unit and derives3_g_g_unit:

= Substitute predicate derives by predicate derives3 both in the hypothesis and
the goal;

(use lemma derives_equiv_derives3)
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= Apply a previously created specialized induction principle to the hypothesis; this
generates 6 subgoals;

(derives3_ind_2, since derives3 is a mutual inductive definition)

= Most subgoals are trivial and can be proved directly or with the help of the construc-

tors of derives3 and derives3_aux;

= One of the subgoals, however, is longer and more complex and its proof demands the

additional use of the constructors of unit and the following lemmas:

» rules_g_g_unit, to prove that every non-unit rule of g is also a rule

of g_unit g;

m exists_rule_derives3_aux, to prove that the derivation of a sen-
tence is obtained exclusively by a single rule or the combination of a rule

and a derivation;

m rules_g_unit_g’, to prove that arule in g_unit g with only ter-
minal symbols in the right-hand side implies the existence of a single rule

in g or the combination of a unit relation and a derivation in g;

m rules_g_unit_not_unit, to prove that no rule of g_unit g can

not have a single non-terminal symbol in the right-hand side.

The proof of the has_no_unit_rules (g_unit g) partof g_unit_correct
is simple and can be obtained by case analysis on the right-hand side of the rules of g_unit g
and also on the definition of g_unit_rules (lemma g _unit_has_no_unit_rules).

We find important similarities in the proofs of grammar equivalence for the elimina-
tion of empty rules (lemma g_emp’ _correct) and the elimination of unit rules (lemma
g_unit_correct). In both cases, going backwards (from the new to the original grammar)
was relatively straightforward and required no special machinery. On the other hand, going
forward (from the original to the new grammar) proved much more difficult and required new
definitions, functions and lemmas in order to complete the corresponding proofs.

In the case of the elimination of unit rules, for example, the proof that every sentence
generated by the original grammar is also generated by the transformed grammar required the
introduction of the derives3 predicate specially for this purpose. Because this definition
represents the derivation of sentences directly from a non-terminal symbol, it was possible to
abstract over the use of unit rules. Since derives3 is a mutual inductive definition, we had
to create a specialized induction principle (derives3_ind_2) and use it explicitly, which

resulted in the increased complexity of the proofs.
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6.6.3 Useless symbols

Result (3) of Section 6.6 is obtained in a single and simple step, which consists of
inspecting all rules of grammar g; and eliminating the ones that contain useless symbols in either
the left or right-hand side. The other rules are kept in the new grammar g;. Thus, P, C P;. No

new non-terminals are required. Schematically:
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The idea of a useful symbol is captured by the definition useful:

Definitionuseful

(terminal non_terminal : Type)

(g: cfgnon_terminal terminal)

(s: non_terminal + terminal): Prop:=

match swith

| inr t = True

| inl n=ds:sentence,derives g[inl n](map term_lift s)

end.

The removal of useless symbols comprises, first, the identification of useless symbols in
the grammar and, second, the elimination of the rules that use them. Definition g_use_rules
selects, from the original grammar, only the rules that do not contain useless symbols. The new

grammar, without useless symbols, can then be defined as in g_use:

Inductive g_use_rules
(terminal non_terminal : Type)
(g: cfgnon_terminal terminal)
: non_terminal — sf = Prop =
| Lift_use:
V left:non_terminal,
V right: sf,
rules g left right —
useful g(inl left) —
(V s: non_terminal + terminal, In s right —»useful gs)—

g_use_rules g left right.
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Definition g_use
(terminal non_terminal : Type)
(g: cfgnon_terminal terminal)
: cfgnon_terminal terminal:=
{I start_symbol:=start_symbol g;
rules:=g_use_rules g;

rules_finite:=g_use_finite gl}.

To summarize, we relate below the transformations that create g, (or g_use g) from

g1 (or g) to the new inductive definitions and corresponding constructors:

» For the new set of non-terminals:
= All the non-terminals of g;.
» For the new set of rules (inductive definition g_use_rules):

s All rules of gj, except those that have useless symbols (constructor
Lift_use).

» For the new grammar (definition g_use):

m The same set of non-terminals;
» The new set of rules (g_use_rules g);
s The same start symbol (S;, which must be useful).

As an example, consider grammar G = ({X,Y,Z,a,b,c},{a,b,c},P,S), with P contain-

ing the following rules:

S — Xal|Ya|Za
X — aX|bY

Y — aY|bX

Z — bZ|c

Clearly, symbols X and Y are useless symbols and can thus be removed from G, resulting

in G’ with the following set of rules:

S — Za
Z — bZ|c

The g_use definition, of course, can only be used if the language generated by the

original grammar is not empty, that is, if the start symbol of the original grammar is useful. If



102 CHAPTER 6. FORMALIZATION OF CONTEXT-FREE LANGUAGE THEORY

it were useless then it would be impossible to assign a root to the grammar and the language
would be empty. The correctness of the useless symbol elimination operation can be certified by
proving theorem g_use_correct, which states that every context-free grammar whose start
symbol is useful generates a language that can also be generated by an equivalent context-free

grammar whose symbols are all useful.

Theorem g_use_correct:
V g: cfgnon_terminal terminal,

non_empty g = g_equiv (g_use g) g Ahas_no_useless_symbols (g_use g).

The predicates non_empty, and has_no_useless_symbols used above assert,
respectively, that grammar g generates a language that contains at least one string (which in turn

may or may not be empty) and the grammar has no useless symbols at all:

Definition non_empty (g: cfgnon_terminal terminal): Prop:=

useful g(inl (start_symbol g)).

Definition has_no_useless_symbols (g: cfgnon_terminal terminal): Prop:=

V n: non_terminal, appears g (inl n) - useful g (inl n).

Hypothesis non_empty g onlemma g_use_correct is necessary in order to as-
sure that the new grammar will have a start symbol (the start symbol should be a useful symbol,
otherwise it would not be possible to obtain a new grammar free of useless symbols).

For the proof of the g_equiv part of the statement of g_use_correct, we first split

it in two parts:

m produces (g_use g) s — produces g s,and

m produces g s — produces (g_use g) s.

In what follows, the predicate sf1ist (see Section 6.2.2) is used in order to support the
construction of these proofs.
The proof of the first part is relatively straightforward, since every rule of g_use is also

arule of g. It corresponds to the statement of lemma produces_g_use_g:

» Substitute predicate derives by sf1ist both in the hypothesis and the conclu-
sion;
(use lemma derives_sflist, which states that every derivation (derives) is

in relation to a corresponding sf1ist)

» Use, for the goal, the same list of derivations of the hypothesis; we now have to prove

that the list of derivations in g_use g is also a valid list of derivations in g;

» Substitute the goal sflist g 1lbysflist (g_use g) 1;

(use lemma sflist_g_use_g, which is proved by simple induction on sflist)
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s The goal matches the hypothesis.

For the converse, it is necessary to show that every symbol used in a derivation in g is
useful, and thus the rules used in this derivation also appear in g_use g. It corresponds to the

statement of lemma produces_g_g_use:

= Substitute predicate derives by sf1ist both in the hypothesis and the conclu-
sion;

(use lemma derives_sflist)

» Use, for the goal, the same list of derivations of the hypothesis; we now have to prove

that the list of derivations in g is also a valid list of derivations in g_use g;

= Substitute the goal sflist (g_use g) lbysflist g 1;
(use lemma sflist_g_g_use, which is proved first by case analysis on the length
of the list and then by showing that every rule of g used in this list is made of useful
symbols (since the last sentential form in the list is a sentence), and thus the same

rule is also part of g_use q)

s The goal matches the hypothesis.

For the proof of the has_no_useless_symbols (g_use g) part of the state-
ment of g_use_correct, itis enough to do case analysis in g_use_rules to conclude that
all symbols of the rules of g_use g are useful, and thus have no useless symbols (by means of
lemma useful_g_g_use, which in turn is proved with the aid of predicate sf11ist).

The formalization of the results of this section is not long and is quite natural when com-
pared to the arguments of the informal proof. The only exception are lemmas sflist_g_g_use
and useful_g_g_use (below), whose statements are simple and intuitive but whose proofs
are relatively long (~150 lines each) and filled with small details. Specifically for the proofs of
this and the next section, it was necessary to define the predicate sf11ist and to use it in place

of derives.

Lemma sflist_g_g_use:
Vg cfg_ _,

V 1l: list sf,

V s: sentence,

sflist gl Alast 1[]=mapterm_lift s —sflist (g_useq)]l.

Lemma useful_g_g_use:
Vg cfg_ _,
¥V n: non_terminal,

useful g(inl n) - useful (g_use g) (inl n).
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6.6.4 Inaccessible symbols

Result (4) of Section 6.6 is similar to the previous case: the rules of the original grammar
g1 are kept in the new grammar g, as long as their left-hand consist of accessible non-terminal
symbols (by definition, if the left-hand side is accessible then all the symbols in the right-hand
side of the same rule are also accessible). If this is not the case, then the rules are left behind.
Thus, P, C P;. Schematically:
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Definition accessible is used to represent accessible symbols in context-free gram-

mars.

Definition accessible

(terminal non_terminal : Type)

(g: cfgnon_terminal terminal)

(s: non_terminal + terminal): Prop:=

d sl s2:sf,derives g[inl (start_symbol g)] (sl++s::s2).

Definition g_acc_rules selects, from the original grammar, only the rules that do
not contain inaccessible symbols. Definition g_acc represents a grammar whose inaccessible

symbols have been removed:

Inductive g_acc_rules
(terminal non_terminal : Type)
(g: cfgnon_terminal terminal)
: non_terminal -+ sf = Prop =
| Lift_acc:Vleft:non_terminal,
V right: sf,
rules g left right — accessible g(inl left) - g_acc_rules gleft right.

Definition g_acc
(terminal non_terminal : Type)
(g: cfgnon_terminal terminal)
: cfgnon_terminal terminal :=
{I start_symbol:=start_symbol g;

rules:=g_acc_rules g;
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rules_finite:=g_acc_finite gl}.

To summarize, we relate below the transformations that create g, (or g_acc g) from

g1 (or g) to the new inductive definitions and corresponding constructors:

s For the new set of non-terminals:
a All the non-terminals of g;.
» For the new set of rules (inductive definition g_acc_rules):

» All rules of g1, except those that have inaccessible symbols (constructor
Lift_acc).

s For the new grammar (definition g_acc):

s The same set of non-terminals;
» The new set of rules (g_ac_rules g);

» The same start symbol (S7).

As an example, consider grammar G = ({X,Y,Z,a,b,c},{a,b,c},P,S), with P contain-
ing the following rules:

S — aX|bX

X — aX|bX|a|b
Y — Z|a

Z — cZ|b

Clearly, symbols Y, Z and c are inaccessible symbols and can thus be removed from G,

resulting in G’ with the following set of rules:

S — aX|bX
X — aX|bX|alb

The correctness of the inaccessible symbol elimination operation can be certified by
proving theorem g_acc_correct, which states that every context-free grammar generates a
language that can also be generated by an equivalent context-free grammar whose symbols are
all accessible.

Theorem g_acc_correct:
VY g: cfgnon_terminal terminal,

g_equiv (g_acc g) g Ahas_no_inaccessible_symbols (g_acc g).
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In a way similarto has_no_useless_symbols, the absence of inaccessible symbols
in a grammar is expressed by predicate has_no_inaccessible_symbols used above and
defined as:

Definition has_no_inaccessible_symbols (g: cfgnon_terminal terminal):
Prop:=

YV s: (non_terminal + terminal), appears g s — accessible g s.

The proof of the first part of the g_equiv (g_acc g) g statement (produces
(g_acc g) s —produces g s) is straightforward, since every rule of g_acc is also a

rule of g. It corresponds to the statement of lemma produces_g_acc_g:

» Substitute predicate derives by sf1ist both in the hypothesis and the conclu-
sion;

(use lemma derives_sflist)

» Use, for the goal, the same list of derivations of the hypothesis; we now have to prove

that the list of derivations in g_acc g is also a valid list of derivations in g;

» Substitute the goal sflist g 1bysflist (g_acc g) 1;

(use lemma sflist_g_acc_g, which is proved by simple induction on sflist)

» The goal matches the hypothesis.

For the converse (produces g s — produces (g_acc g) s),itis necessary
to show that every symbol used in a derivation in g is accessible, and thus the rules used in this

derivation also appear in g_acc g. It corresponds to lemma produces_g_g_acc:

» Substitute predicate derives by sf1ist both in the hypothesis and the conclu-
sion;

(use lemma derives_sflist)

= Use, for the goal, the same list of derivations of the hypothesis; we now have to prove

that the list of derivations in g is also a valid list of derivations in g_acc g;

= Substitute the goal sflist (g_acc g) lbysflist g 1;
(use lemma sflist_g_g_acc, which is proved first by case analysis on the length
of the list and then by showing that every rule of g used in this list is made of

accessible symbols, and thus the same rule is also part of g_acc g)

» The goal matches the hypothesis.

For the proof of the has_no_inaccessible_symbols (g_acc g) partof the
statement of g_acc_correct, it is necessary to do case analysis in the symbol s used in

the definition. For the non-terminal case, it is enough to see that it may occur either in the
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left or the right-hand side of the rules of g_acc g. If it occurs in the left-hand side, a case
analysis on g_acc_rules reveals (i) the original rule of g and (ii) that the non-terminal symbol
is accessible in g. Finally, lemma accessible_g_g_acc proves that the non-terminal is
accessible in g_acc g as well. If it occurs in the right-hand side, we use an identical procedure
and conclude (i) that the non-terminal in the left-hand side of the rule where it appears is
accessible in g; and also (i1) that our non-terminal appears in the right-hand side of the same rule.
To prove that the non-terminal in the right-hand side is also accessible in g_acc g, we simply
use lemma acc_ step (this lemma states that if the left-hand side is accessible, so are all the
symbols in the right-hand side of the same rule, and is a direct consequence of the definition of
accessibility). For the terminal case, the symbol must necessarily appear in the right-hand side
of some rule, and thus the previous steps apply here as well.

Lemma accessible_g_g_acc (below) is used to assert that every accessible symbol
of g is also accessible in g_acc g. Its prove uses the predicate s£11i st in the place of predicate

derives, as explained in other situations.

Lemma accessible_g_g_acc:
Vg cfg_ _,
V s: non_terminal + terminal,

accessible gs —accessible (g_acc g) s.

The formalization of the results of this section is also natural when compared to the
arguments of the informal proof. It has only 384 lines on Coq script and, despite the similarities
between the formalization of this section and those of the previous section (elimination of useless
symbols), it is still ~40% shorter than that. This is partially due to a difference in the definitions
of g_use_rules and g_acc_rules: in the first case, in order to be ellegible as a rule of
g_use, arule of g must provably consist only of useful symbols in both the left and right-hand
sides; in the second, it is enough to prove that only the left-hand side is accessible (the rest is
consequence of the definition). Since we have a few uses of the constructors of these definitions,
the more simple definition of g_acc_rules resulted in simpler and shorter proofs. As a matter
of fact, it should be possible to do something similar to the definition of g_use_rules, since
the left-hand side of a rule is automatically useful once all the symbols in the right-hand side are
proved useful (also a consequence of the definition). This will be considered in a future review

of the formalization.

6.6.5 Unification

So far we have only considered each simplification strategy independently of the others.
If one wants to obtain a new grammar that is simultaneously free of empty and unit rules, and of
useless and inaccessible symbols, it is not enough to consider the previous independent results:
it is necessary to establish a suitable order to apply these simplifications, in order to guarantee

that the final result satisfies all desired conditions. Then, it is necessary to prove that the claims
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do hold.

For the order, we should start with (i) the elimination of empty rules, followed by (ii)
the elimination of unit rules. The reason for this is that (i) might introduce new unit rules in the
grammar, and (ii) will surely not introduce empty rules, as long as the original grammar is free
of them (except for S — &, in which case S, the initial symbol of the grammar, must not appear
on the right-hand side of any rule). Then, elimination of useless and inaccessible symbols (in
either order) is the right thing to do, since they only remove rules from the original grammar
(which is specially important because they do not introduce new empty or unit rules).

The formalization of this result is captured in the following theorem, which represents

the main result of this section:

Theoremg_simpl_ex_ vl:

VY g: cfgnon_terminal terminal,
non_empty g —
dg’: cfg(non_terminal’ non_terminal)terminal,
g_equivg gA
has_no_inaccessible_symbols g’ A
has_no_useless_symbols g A

(produces_empty g — has_one_empty_rule g’) A

(~ produces_empty g —+ has_no_empty_rules g’) A
has_no_unit_rules g’ A

start_symbol_not_in_rhs g’.

The proof of g_simpl_ex_v1 demands auxiliary lemmas to prove that the character-
istics of the initial transformations are preserved by the following ones. For example, that all
of the unit rules elimination, useless symbol elimination and inaccessible symbol elimination
operations preserve the characteristics of the empty rules elimination operation. Figure 6.1

summarizes the situation.

6.7 Chomsky Normal Form

The Chomsky Normal Form (CNF) theorem, proposed and proved by Chomsky in
Chomsky (1959), asserts:

VG=(V.Z,PS), 3G = (V' I,P.5)]

L(G)=L(G)AV (a =g B)eP,(BEX)V(BEN-N)

That is, every context-free grammar can be converted to an equivalent one whose rules
have only one terminal symbol or two non-terminal symbols in the right-hand side. Naturally,
this is valid only if G does not generate the empty string. If this is the case, then the grammar

that has this format, plus a single rule S’ — €, is also considered to be in the Chomsky Normal
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Figure 6.1: Simplification sequence

No useless symbols AND
No unit rules AND

No empty rules No empty rules
g g_emp g_unit g_use g_acc
Original grammar No unit rules AND No inaccessible symbols AND
No empty rules No useless symbols AND

No unit rules AND
No empty rules

Source: the author

Form, and generates the original language, including the empty string. It can also be assured that
in either case the start symbol of G’ does not appear on the right-hand side of any rule of G'.
The existence of a CNF can be used for a variety of purposes, including to prove that
there is an algorithm to decide whether an arbitrary context-free language accepts an arbitrary
string, and to test if a language is not context-free (using the Pumping Lemma for context-free
languages, which can be proved with the help of CNF grammars).
The idea of mapping G into G’ consists of creating a finite number of new non-terminal

symbols and new rules, in the following way:

1. For every terminal symbol ¢ that appears in the right-hand side of arule r = ¢ —¢
B1 -0 - B, of G, create a new non-terminal symbol [c], a new rule [6] —¢ © and

substitute o for [o] in r;

2. For every rule r = o¢ =g N1N; - - - Ny of G, where N; are all non-terminals, create a

new set of non-terminals and a new set of rules such that:

o —g Ni[N2 Ny,
[N2---Nie] —a Na[N3 -~ Ne,

[Ni—oNk—1Nk] — Ni—2[Ni— 1N,
[Nk—1Ne]  —6r Ni— 1Nk

Case (1) substitutes all terminal symbols of the grammar for newly created non-terminal
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symbols. Case (2) splits rules that have three or more non-terminal symbols on the right-hand
side by a set of rules that have only two non-terminal symbols in the right-and side. Both changes
preserve the language of the original grammar.

As an example, consider G = ({5',X,Y,Z,a,b,c},{a,b,c},P,S’) with P equal to:

{s’ XYZd,

~
Ll Ll
&>

The CNF grammar G, equivalent to G, would then be the one with the following set of

rules:

{8 — X[rzd,
YZd] — Y[Zd],
[zd] — Z[d],
[d] — d,

X — a,

Y — b,

Z = ¢}

It is clear from above that the original grammar must be free of empty and unit rules
in order to be converted to a CNF equivalent. Also, it is desirable that the original grammar
contains no useless and no inaccessible symbols, besides assuring that the start symbol does not
appear on the right-hand side of any rule. Thus, it will be required that the original grammar be
first simplified according to the results of Section 6.6.

Given the original grammar g, we will construct two new grammars g, and g3. This first
generates the same set of sentences of g, except for the empty string, and the second includes
the empty string:

1. Construct g, such that L(g») = L(g1) — &;

2. Construct g3 (using g;) such that L(g3) = L(g>) U{e}.

Then, either g, or g3 will be used to prove the existence of a CNF grammar equivalent to
81-
For step 1, the construction of g, is more complex, as we need to substitute terminals

for new non-terminals, introduce new rules for these non-terminals and also split the rules with
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three or more smbols on the right-hand side. Schematically:

81 ~ 82
P ~ P
1 , 2
various
Y o~ X
~—~
same
V ~ V
1 , 2
various
S ~ 8
1 , 2

new

These ideas are captured by the following definitions®. The non-terminals of the new
grammar g_cnf g are represented by the type non_terminal’. Its elements are associated

with sentential forms of g via the constructor Lift_ r:

Inductive non_terminal’ (non_terminal terminal : Type): Type:=

| Lift r:sf —non_terminal’.

Notation sf’:=(list (non_terminal’ + terminal)).

Notation term_lift:=((terminal_lift non_terminal)terminal).

The function symbol_11ft, presented below, maps sentential forms of g into senten-

tial forms of g_cnf g:

Definition symbol_lift (s:non_terminal + terminal)
: non_terminal’ + terminal:=

match swith

| inrt =inrt

| inln=inl (Lift_r [inl n])

end.
The rules of g_cnf gand g_cnf g itself are defined as:

Inductive g_cnf_rules
(non_terminal terminal : Type)
(g: cfgnon_terminal terminal)
: non_terminal’ — sf’ — Prop:=
| Lift_cnf_t:
V t: terminal,
V left:non_terminal,
V sl s2: sf,
rules g left (sl++[inr t]++s2) —
g_cnf_rules g (Lift_r [inr t]) [inr t]
| Lift_cnf_1:

>The results of this section are available in library chomsky . v.
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V left:non_terminal,
V t: terminal,
rules gleft [inrt] —
g_cnf_rulesg(Lift_r[inl left]) [inr t]
| Lift_cnf_2:
V left:non_terminal,
V sl s2: symbol,
V beta: sf,
rules gleft (sl :s2: beta)—
g_cnf_rules g (Lift_r[inl left])
[inl (Lift_r[sl]); inl (Lift_r (s2 ::beta))]
| Lift_cnf_3:
V left: sf,
V sl s2 s3: symbol,
V beta: sf,
g_cnf_rulesg(Lift_r left)
[inl (Lift_r[sl]);inl (Lift_r (s2: s3 : beta))]—
g_cnf_rulesg(Lift_r(s2:s3:beta))
[inl (Lift_r [s2]);inl (Lift_r (s3: beta))l.

Definitiong_cnf
(non_terminal terminal : Type)
(g: cfgnon_terminal terminal)
: cfgnon_terminal’ terminal :=
{I start_symbol:=Lift_r[inl (start_symbol g)];
rules:=g_cnf_rules g;

rules_finite:=g_cnf_finitegl}.
To summarize, we relate below the transformations that create g (or g_emp g) from

g1 (or g) to the new inductive definitions and corresponding constructors:

» For the new set of non-terminals (inductive definition non_terminal’):

= One for every possible sequence of terminal and non-terminal symbols of

g1 (constructor Lift_r).
» For the new set of rules (inductive definition g_cnf_rules):

= One for every rule left — ot of g; (constructor Lift_cnf_t);
» One for every rule left — t of g; (constructor Lift_cnf_1);
= One for every rule left — 51528 of g1 (constructor Lift_cnf_2);

» One for every rule [left] — [s1][s2538] of g2 (constructor Lift_cnf_3).
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» For the new grammar (definition g_cnf g):

» The new set of non-terminals (non_terminal’);
n The new set of rules (g_cnf_rules qg);

» The mapped start symbol Lift_r [inl (start_symbol g)].

Note that s, s, and s3 represent single arbitrary symbols, # represents a terminal symbol

and o and f3 represent arbitrary strings, and also that:
» Constructor Lift_cnf_t creates for every rule left — a3 of g; anew rule [t] — t;
» Constructor Lift_cnf_1 creates for every rule X — 7 of g a new rule [X]| — 1);

» Constructors Lift_cnf_2 and Lift_cnf_ 3 analyze all the rules such that the
right-hand side has three or more symbols, and create, accordingly, new rules with
only two symbols in the right-hand side that produce the same effect (as explained in

the beginning of the section).

Next, we prove that g_cnf g (or g) is equivalent to g (or g;). It should be noted,
however, that the set of rules defined above do not generate the empty string. If this is the case,

then we construct g3 with a new empty rule, as follows:

81 ~ 83
P ~ P

~—
same of gy +1

Y ~ M
—~~

same of g

Vi ~> Vs

same of g

S1 ~ S3

same of g

The definitions below represent a new grammar g_cnf’ (or g3) with a new rule that

adds the empty string to the language generated by g_cnf (or g3):

Inductive g_cnf’_rules
(non_terminal terminal : Type)
(g: cfgnon_terminal terminal)
: non_terminal’ = sf’ = Prop:=
| Lift_cnf’ _all:
V left:non_terminal’,
VY right: sf’,
g_cnf_rulesgleft right —
g_cnf’_rules g left right
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| Lift_cnf’_new:

g_cnf’_rules g (start_symbol (g_cnf g))[].

Definitiong_cnf’
(non_terminal terminal : Type)
(g: cfgnon_terminal terminal)
: cfgnon_terminal’ terminal:=
{Il start_symbol:=start_symbol (g_cnf g);
rules:=g_cnf’_rules g;

rules_finite:=g_cnf’_finitegl}.

To summarize, we relate below the transformations that create g3 (or g_emp’ g) from

g1 (or g) to the new inductive definitions and corresponding constructors:

» For the new set of non-terminals:
= The same of g;.
» For the new set of rules (inductive definition g_cnf’_rules):

» The same of g, (constructor Lift_cnf’_all);

s One extra rule [S;] — € (constructor Lift_cnf’ _new).
» For the new grammar (definition g_cnf’):

= The same set of non-terminals of g;;
m The new set of rules (g_cnf’_rules qg);

s The same start symbol of g».

The statement of the CNF theorem can then be presented as:

Theoremg_cnf_ex:

V g: cfgnon_terminal terminal,

(produces_empty gV ~produces_empty g) A
(produces_non_empty gV ~produces_non_empty g) —

dg’: cfg(non_terminal’ (emptyrules.non_terminal’ non_terminal)terminal)

terminal,
g_equiv g’ gA
(is_cnf g’ Vis_cnf_with_empty_ruleg’) A

start_symbol_not_in_rhs g’.

It should be observed that the statement of g_cnf_ex is not entirely constructive, as

we require, for any context-free grammar g, a proof that either g produces the empty string or

g does not produce the empty string, and also that g produces a non-empty string or g does
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not produce a non-empty string. Since we have not yet included a proof of the decidability of
these predicates in our formalization (something that can be done in the future), the statement
of the lemma has to require such proofs explicitly. They are demanded, respectively, by the
elimination of empty rules and elimination of useless symbols phases of grammar simplification
(see Section 6.6.1 and Section 6.6.3).

The new predicates used above assert, respectively, that the argument grammar (i) is in
the Chomsky Normal Form (i s_cnf) and (ii) is in the Chomsky Normal Form and has a single

empty rule with the start symbol in the left-hand side (is_cnf_with_empty_rule):

Definition is_cnf_rule (left:non_terminal)(right: sf): Prop:=
(3 sl s2:non_terminal, right =[inl s1;inl s2])V
(3 t: terminal, right =[inr t]).

Definition is_cnf (g: cfgnon_terminal terminal): Prop:=
YV left: non_terminal,

V right: sf,

rules g left right -+ is_cnf_rule left right.

Definitionis_cnf_with_empty_rule(g:cfgnon_terminal terminal): Prop:=
V left:non_terminal,

V right: sf,

rules g left right —

(left =(start_symbol g) Aright =[]) V

is_cnf_rule left right.

The proof of this theorem starts with a case analysis on the two hypotheses:

1. produces_empty gand produces_non_empty g:
(thatis, € € L(g) and L(g) — {€} # 0)

2. ~produces_empty gand produces_non_empty g:
(thatis, € ¢ L(g) and L(g) # 0)

3. produces_empty gand ~produces_non_empty g:
(that is, L(g) = {€})

4. ~produces_empty g and ~produces_non_empty g:
(that is, L(g) = 0)

For case (3), we prove that grammar g’ = ({S'},{},{S’ — €},5’) is in CNF (that is, it
satisfies 1s_cnf_with_empty_rule), is equivalent to g (that is, it satisfies g_equiv g’
g) and satisfies also start_symbol_not_in_rhs g’. This result is proved by lemma

g_cnf_ex_v3.
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For case (4), we prove that grammar g’ = ({S'},{},{},5) is in CNF (that is, it sat-
isfies is_cnf), is equivalent to g (that is, it satisfies g_equiv g’ g) and satisfies also
start_symbol_not_in_rhs g’. Thisresultis proved by lemma g_cnf_ex_v4.

The proofs of cases (1) and (2) are longer, more complex and similar, except for the fact
that for (1) we prove is_cnf_with_empty_rule and for (2) we prove is_cnf.

For case (1), we first simplify g according to lemma g_simpl_ex_v2 (which gives
us an equivalent grammar g’, except for the empty string). Then, we use this g’ to prove the
existential quantifier of the goal. For the g_equiv g’ g part of the goal, we first substitute it

(using lemma g_equiv_split) by:

(produces (g_cnf’ g’) [] ¢ produces g[]) A
g_equiv_without_empty (g_cnf’ g’)g

since € € L(g) and € € L(g'). The g_equiv_without_empty predicate asserts that the

argument grammars are equivalent without considering the empty string:

Definitiong_equiv_without_empty
(gl: cfgnon_terminal terminal) (g2: cfgnon_terminal’ terminal): Prop:=

V s: sentence,

s#[ —

(produces gl s <> produces g2 s).

The first part of the conjunction is straightforward to prove from the hypotheses and
the constructor Lift_cnf’_new of g_cnf’_rules. For the second part of the con-
junction (g_equiv_without_empty (g_cnf’ g’) g), we substitute it (using lemma

g_equiv_without_empty_trans) by:

g_equiv_without_empty (g_cnf’ g’)g’ A
g_equiv_without_empty g’ g

The first part of this conjunction is proved by lemma g_cnf’_correct (correct-
ness of g_cnf’) and the second part comes directly from the hypothesis. The proof of
g_cnf’_correct is finally reduced to the proof of g_cnf_correct_vl (correctness
of g_cnf), discussed next.

Case (2) is very similar to case (1), except that we use g_simpl_ex_v1 to obtain the
simplified grammar g’ which, in this case, generates the empty string. Then, we use g_cnf g’

for the existental quantifier of the goal. Next, we substitute g_equiv (g_cnf g’) g by:
g_equiv(g_cnf g’)g  Ag_equivg g

We now substitute the first part of the conjunction by g_equiv_without_empty
(g_cnf g’) g’,since € € L(g') (using lemma with_without_empty) and then apply
lemma g_cnf_corrrect_vl (correctness of g_cnf). For the second part of this conjunction

we can use the hypotheses directly.
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The proof of g_cnf_corrrect_vl is based in the proof of two other lemmas, namely
derives_g_cnf_gand derives_g_g_cnf_v1, one for each direction of the implication
* ! *

S = W N =g cnfg W-
*

For the proof of derives_g_g_cnf_vl1 (thatis, S :>§ w—S = w), the strategy

g_cnfg
adopted is to prove that for every rule le ft — right, either left —4 cnfq right or left :>;‘_cn o
right.
For the proof of derives_g_cnf_g, thatis, (S =; w <+ § =% enfg W)- it is enough

to note that the sentential forms of g are embedded in the sentential forms of g_cnf g,
specifically in the arguments of the constructor Lift_r of non_terminal’. Because of this,
a simple extraction mechanism, resulting from the combination of derives_g_cnf_g_aux

and fixpoint £1at_sf (below) allows the implication to be proved.

Lemma derives_g_cnf_g_aux:

Vg cfg_ _,

V1r: st

derives(g_cnfg)lr —

derives g(flat_sf 1l)(flat_sf r).

Fixpoint flat_sf (1:sf’): sf =

match 1 with

| nil =nil

| inl (Lift_r x):xs=x++flat_sf xs
| inrx: xs=inrx: flat_sf xs

end.

The flat_sf operation defined above simply maps a sentential form that uses the
Lift_r constructor and the symbol_11ift map operator into the corresponding sentential
which is free of them and is obtained from their arguments. Thus, the statement of lemma
derives_g_cnf_g_aux can be used to ensure that every derivation in g_cnf has a corre-
sponding derivation in g. The proof is obtained by induction on the structure of the sentential
form 1 (or s in the previous paragraph) with some auxiliary lemmas.

Using the previous example, suppose we have: X [Y Zd| :>§_m g abcd, which would be
represented in our formalization as:
derives (g_cnf g)[inl X] ++[inl (Lift_r ([inl Y;inl Z; inr d]))]

(map ((symbol_lift _ _)(map term_lift [inr a;inr b;inr c;inr d]))

The extraction mechanism, applied to this case, would yield:
derives g[inl X;inl Y;inl Z;inr d] (map term_lift [inr a; inr b; inr c; inr d])

which is exactly the expected result (XYZd = abcd). Observe that [inl X; inl Y;
inl Z; inr d] isobtained from [inl X] ++ [inl (Lift_r ([inl Y; inl Z;

inr d]))] by eliminating the Lift_t constructor, and that (map term_lift [inr
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a; inr b; inr c; inr d]) isobtained from (map (@symbol_lift _ _) (map
term_lift [inr a; inr b; inr c; inr d])) byeliminatingthe symbol_1ift
map operator.

Regarding the proof of predicate start_symbol_not_in_rhs g’ in theorem
g_cnf_ex, it comes directly from the fact that this property is satisfied by the simplified
grammar (indeed, by the first phase of grammar simplification, elimination of empty rules), prior
to normalization, and the fact the normalization itself does change it.

The formalization of this section required a lot of insights not directly available from the
informal proofs, the most important being the definition of g_cnf_rules. In a first attempt,
this inductive definition resulted with 14 constructors. Although correct, it was refined many
times until it was simplified to only 4 after the definition of non_terminal’ was adjusted
properly, with a single constructor. This effort resulted in elegant definitions which allowed the
simplification of the corresponding proofs, thus leading to a natural and readable formalization.
In particular, the strategy used in the proof of lemma derives_g_cnf_gis a very simple and

elegant one, which uses the information already available in the definition of g_cnf_rules.

6.8 Generic Binary Trees Library

In order to support the formalization of the Pumping Lemma, an extensive library of
definitions and lemmas on binary trees and their relation to CNF grammars has been developed.
This library (named t rees . v) has 4,539 lines of Coq script (~18.9% of the total), 84 lemmas
(~15.7% of the total)) and is based in the definition of a binary tree (bt ree) whose internal
nodes are non-terminal symbols and leaves are terminal symbols. The type bt ree is defined
with the objective of representing derivation trees for strings generated by context-free grammars

in the Chomsky Normal Form:

Inductive btree (non_terminal terminal: Type): Type:=
| bnode_1:non_terminal — terminal — btree

| bnode_2:non_terminal — btree — btree — btree.

Figure 6.2 is a graphical representation of sample binary trees based on the definition of
btree, with different heights.

The constructors of bt ree relate to the two possible forms that the rules of a CNF
grammar can assume (namely with one terminal symbol or two non-terminal symbols in the
right-hand side). Naturally, the inhabitants of the type bt ree can only represent the derivation
of non-empty strings.

The root, the frontier and the height of a bt ree are defined in the usual manner:
Definition broot (t: btree): non_terminal:=

match t with
| bnode_1nt=n
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Figure 6.2: Binary trees and their heights

Source: the author

| bnode_2ntlt2=n

end.

Fixpoint bfrontier (t:btree): sentence:=

match t with

| bnode_1nt =[t]

| bnode_2ntlt2=Dbfrontiertl ++bfrontiert?2

end.

Fixpoint bheight (t: btree): nat:=

match t with

| bnode_1nt=1

| bnode_2ntlt2=S(max (bheight tl1) (bheight t2))

end.

Among other useful lemmas, the following one is of fundamental importance in the proof

of the Pumping Lemma, as it relates the length of the frontier of a binary tree to its height:

Lemma length_bfrontier_ge:

V t: btree,

V i: nat,

length (bfrontiert)>22(1 —-1) —
bheight t > 1.

The notion of subtree is also important, and is defined inductively as follows (note that a

tree is not, in this definition, a subtree of itself):

Inductive subtree (t: btree). btree — Prop:=
| sub_br:Vtltr:btree,

¥V n: non_terminal,

t =bnode 2ntltr—

subtree t tr
| sub_bl:Vtltr:btree,

V n: non_terminal,
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t =bnode_2ntltr —
subtreet tl

| sub_ir:Vtltrt’:btree,
V n: non_terminal,
subtree trt’ —
t =bnode 2ntltr —
subtree t t’

| sub_il:Vtltrt’: btree,
V n: non_terminal,
subtreetl t’ —
t =bnode_2ntltr—
subtree t t’.

The following lemmas, related to subtrees, are also fundamental in the proof of the

Pumping Lemma:

Lemma subtree_trans:
Vtlt2t3:btree,
subtree tl t2 —
subtree t2 t3 —
subtree tl t3.

Lemma subtree_includes:
V tlt2:btree,
subtreetl t2 —

31 r: sentence,

bfrontier tl=1++bfrontiert2 ++r A(1 #[]1V r #[D.

A path in a binary tree (bpath) is a sequence of non-terminal symbols that starts at its

root and ends at a terminal symbol that corresponds to a leaf of the tree:

Inductive bpath (bt: btree): sf — Prop:=
| bp_1:Vn: non_terminal,
V t: terminal,
bt =(bnode_1nt) —-bpathbt [inl n; inr t]
| bp_1l:Vn: non_terminal,
V btl bt2: btree,
V pl: sf,
bt =bnode_2 nbtl bt2 - bpathbtl pl - bpathbt ((inln):pl)
| bp_r:Vn: non_terminal,
V btl bt2: btree,
V p2: sf,
bt =bnode_2 nbtl bt2 — bpath bt2 p2 — bpath bt ((inl n):: p2).
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A bpath is a string that starts at the root of a bt ree and ends at a leaf of the same
btree. Thus, it contains a sequence of non-terminal symbols, ends with a terminal symbol
and its length is limited by the height of the bt ree. If a bpath is maximal, then its length
corresponds to the height of the bt ree plus one. The following lemma asserts that every bt ree

has a maximal bpath:

Lemma btree_ex_bpath:

V bt: btree,

V ntl:list non_terminal,
bheight bt > lengthntl+1—
bnts bt ntl —

dz: sf,

bpathbt z A

length z =bheight bt + 1 A
dur: sf,

dt: terminal,

z =u ++r ++[inr t] A
lengthu>0A
lengthr=1lengthntl+1A

(V s: symbol,Ins (u++r) — In s (map inl ntl)).

Predicate bnt s is used to express the fact that all non-terminal symbols of a bt ree

come from the same list:

Inductive bnts (bt: btree)(ntl: list non_terminal): Prop:=
| bn_1:Vn: non_terminal,

V t: terminal,

bt =(bnode_1nt)— Innntl - bntsbt ntl
| bn_2:Vn: non_terminal,

V btl bt2: btree,

bt =bnode_2nbtl bt2 —

Innntl —

bnts btlntl —

bntsbt2ntl —

bnts bt ntl.

Since a path is not unique in a tree, it is necessary to use another representation that
can describe this path uniquely, which is done by the predicate bcode. It uses a sequence of
boolean values (false, true) to respectively select the left or right subtrees in a tree, and

thus uniquely define a path in it:

Inductive bcode (bt: btree): l1ist bool — Prop:=
| bcode_0:Vn:non_terminal,

V t: terminal,
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bt =(bnode_1 n t) — bcode bt []
| bcode_1:Vn:non_terminal,

YV btl bt2: btree,

¥V cl: list bool,

bt =bnode_2 nbtl bt2 -+ bcode btl cl —+bcode bt (false::cl)
| bcode 2:Vn:non_terminal,

V btl bt2: btree,

V c2: 1list bool,

bt =bnode_2 nbtl bt2 — bcode bt2 c2 = bcode bt (true :: c2).

Lemma bpath_ex_bcode asserts that every bpath can be assigned a bcode, and

is proved by induction on t:

Lemma bpath_ex_bcode:
YV t: btree,

YV p: sf,

bpatht p —

dc: list bool,

bcodet c A
bpath_bcode t p c.

The predicate bpath_bcode ensures that bcode c is valid for bpath pintree t:

Inductive bpath_bcode (bt: btree): sf — (1list bool) = Prop:=
| bb_0:Vn: non_terminal,

V t: terminal,

bt =(bnode_1 nt) —bpath_bcode bt [inl n; inr t][]
| bb_1:Vn: non_terminal,

V btl bt2: btree,

V cl: 1ist bool,

V pl: sf,

bt =(bnode_2 nbtl bt2) —

bpathbtl pl —

bpath_bcode btl pl cl —

bpath_bcode bt ((inl n):pl)(false::cl)
| bb_2:Vn: non_terminal,

V btl bt2: btree,

V c2: 1list bool,

V p2: sf,

bt =(bnode_2 nbtl bt2) —

bpathbt2 p2 —

bpath_bcode bt2 p2 c2 —

bpath_bcode bt ((inl n):: p2) (true :: c2).
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The following lemma, which is key in the formalization of the Pumping Lemma, has a
statement with a number of hypotheses and conclusions which provide useful information on
the newly identified subtree. Among them, its height and its frontier (this one embedded in the

definition bt ree_decompose). It is proved by induction on t:

Lemma bcode_split:

V t: btree,

YV pl p2: sf,

V c: 1list bool,

bpath_bcode t (pl ++p2) c —
lengthpl>0—

lengthp2>1—

bheight t =lengthpl + lengthp2 — 1 —
dclc2:1list bool,

c=cl ++c2 A

length cl =1lengthpl A

Jt2: btree,

d x y: sentence,

bpath_bcode t2p2 c2 A
btree_decompose t cl = Some (x,t2,y) A
bheight t2 =1lengthp2 — 1.

Function bt ree_decompose takes as arguments a tree and a sequence of boolean
values, and returns a triple consisting of the subtree located in this position and the two sentences
to the left and right of it. It is used to enable reasoning on the frontiers of the subtrees obtained

before:

Fixpoint btree_decompose (bt:btree) (c: 1ist bool):
option (sentence % btree * sentence):=
match bt,cwith
| bnode_1nt,[]=
Some ([I, bt, [D
| bnode_1nt, =
None
| bnode_2nbtlbt2,[]=
Some ([], bt, [])
| bnode_2nbtlbt2, false:c=
match btree_decompose btl cwith
| None = None
| Some (1, bt, r) = Some (1, bt, r ++bfrontier bt2)
end
| bnode_2nbtlbt2,true:c=

match btree_decompose bt2 cwith
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| None = None
| Some (1,bt, r) = Some (bfrontier btl ++1, bt, r)
end

end.

Next, the substitution of a subree by another at a certain point in a tree is implemented

by the following function, for which a number of lemmas have been proved:

Fixpoint btree_subst (t1l t2:btree)(c: list bool): option btree:=
matchtl,cwith
| bnode_1nt,[]= Somet2
| bnode_1nt,_ = None
| bnode_2nlbtlbt2,[]= Some t2
| bnode_2 nlbtlbt2, false:iy=
match (btree_subst btl t2 y)with
| None = None
| Some btl = Some (bnode_2 nl btl bt2)
end
| bnode_2 nlbtlbt2,true:y=
match (btree_subst bt2 t2 y)with
| None = None
| Some bt2 = Some (bnode_2 nl btl bt2)
end

end.

Finally, we have relate binary trees to CNF grammars. This is done with the predicate

btree_cnf, used to assert that a binary tree bt represents a derivation in CNF grammar g:

Inductive btree_cnf (g: cfgnon_terminal’ terminal)
(bt: btree non_terminal’ terminal): Prop:=
| bt_cl:Vn:non_terminal’,

V t: terminal,

rulesgn[inrt] —

bt =(bnode_1nt)—

btree_cnf gbt
| bt_c2:¥Vnnln2:non_terminal’,

V btl bt2: btree |

rulesgn[inl nl;inl n2] —

btree_cnf gbtl —

broot btl =nl —

btree_cnf gbt2 —

broot bt2=n2 —

bt =(bnode_2 nbtl bt2) —

btree_cnf gbt.
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Now we can show that binary trees and derivations in CNF grammars are equivalent.
This is accomplished by two lemmas, one for each direction of the equivalence.

Lemma derives_g_cnf_equiv_btree asserts that for every derivation in a CNF
grammar exists a binary tree that represents this derivation. It is general enough in order to
accept that the input grammar might either be a CNF grammar, or a CNF grammar with an empty

rule. If this is the case, then we have to ensure that the derived sentence is not empty>

Lemma derives_g_cnf_equiv_btree:
VY g: cfgnon_terminal’ terminal,

V n: non_terminal’,

V s: sentence,

s#[ —
(is_cnfgVis_cnf_with_empty_rule g) —
start_symbol_not_in_rhs g—
derives g[inl n] (map term_lift’ s) —
dt: btree non_terminal’ terminal,
btree_cnfgtA

broot t=nA

bfrontier t =s.

The proof of derives_g_cnf_equiv_btree isreasonably long and uses induction
on the number of derivation steps in G’ in order to generate o.
Lemma btree_equiv_derives_g_cnf proves that every binary tree that satisfies

btree_cnf corresponds to a derivation in the the same (CNF) grammar:

Lemma btree_equiv_derives_g_cnf:

Vg cfg_ _,

V t: btree _ _,

btree_cnfgt —

derives g [inl (broot t)] (map inr (bfrontier t)).

Its proof is done by induction on the structure of the tree. This strategy, together with
case analysis on the structure of the tree and induction and case analysis in the other definitions

of the library, is used in the proofs of most of the lemmas of this section.

6.9 Pumping Lemma

The statement and applications of the Pumping Lemma for CFLs (or Pumping Lemma
for short) are presented in Section 6.9.1. A typical informal proof, which served as the basis for
the present formalization, is described in Section 6.9.2. The formalization is then described in
Section 6.9.3, where the definitions and auxiliary lemmas used are discussed in some detail, as

well as the Pumping Lemma itself®.

5The results of this section are available in libraries pigeon. v and pumping.v.
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6.9.1 Statement and Application

The Pumping Lemma is a property that is verified for all CFLs and was stated and proved
for the first time by Bar-Hillel, Perles and Shamir in 1961 (BAR-HILLEL; PERLES; SHAMIR,
1961), and further published in Bar-Hillel (1964).

The Pumping Lemma does not characterize the CFLs, however, since it is also verified
by some non CFLs. It states that, for every context-free language and for every sentence of such
a language that has a certain minimum length, it is possible to obtain an infinite number of new
sentences that must also belong to the language. This minimum length depends only on the

language defined. In other words (let .’ be defined over alphabet X):

V.Z, (cfl L)— In|
Vo,lae Z)N(la] >n) —
Ju,v,w,x,y € X[ (a = uvwxy) A (Jvx| > 1) A (jvwx| < n) A
Viw'wx'ye &

A typical use of the Pumping Lemma is to show that a certain language is not context-free
by using the contrapositive of the statement of the lemma. The proof proceeds by contraposition:
the language is assumed to be context-free, and this leads to a contradiction from which one
concludes that the language in question can not be context-free.

As an example, consider the language .Z = {a'b'c’|i > 1}. This language is defined
over the alphabet {a,b,c} and includes sentences such as abc,aabbcc,aaabbbccc.

Should .Z be context-free, then the Pumping Lemma should hold for it. Consider 7 to be
the constant of the Pumping Lemma and let’s choose the sentence o = a"b"¢". Clearly, o € £
and |a| = 3*n > n. Thus, & = uvwxy such that [vx| > 1, [vwx| < n and uv'wx'y € £,i > 0.

However, it is easy to observe that, due to its length limitation, the sentence vwx should
contain only one or two different symbols (namely, vwx should belong to either a*,b*,c*,a*b*
or b*c*). This implies that the repetition of v and x in uv'wx’y should increase (or decrease)
the number of at most two different symbols while keeping the number of the third symbol
unchanged. As a result, the new sentence can not belong to the language and this proves that the

initial hypothesis can not be true. Thus, .Z is not a context-free language.

6.9.2 Informal Proof

In short, the Pumping Lemma derives from the fact that the number of non-terminal
symbols in any context-free grammar G that generates .Z is finite. There are different strategies
that can be used to prove that the lemma can be derived from this fact. We searched through 13
proofs published in different textbooks and articles by different authors, and concluded that in
6 cases (BAR-HILLEL, 1964; HOPCROFT; ULLMAN, 1969; DAVIS; SIGAL; WEYUKER,
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1994; KOZEN, 1997; HOPCROFT et al., 2000; SUDKAMP, 2006) the strategy uses CNF
grammars and binary trees for representing derivations. The other 5 cases (GINSBURG, 1966;
DENNING; DENNIS; QUALITZ, 1978; BROOKSHEAR, 1989; LEWIS; PAPADIMITRIOU,
1998; SIPSER, 2005) present tree-based proofs that however do not require the grammar to be in
CNF. Finally, Harrison (HARRISON, 1978) proves the Pumping Lemma as a corolary to the
more general Ogden’s Lemma and Amarilli and Jeanmougin (AMARILLI; JEANMOUGIN,
2012) use a strategy with pushdown automata instead of context-free grammars.

The difference between the proofs that use CNF grammars and those that don’t is that
the former uses n = 2% (where k is the number of non-terminal symbols the grammar) and the
latter uses n = m* (where m is the length of the longest right-hand side among all rules of the
grammar and k is the number of non-terminal symbols in the grammar). In both cases, the idea
is the same: to show that sufficiently long sentences have parse trees for which a maximal path
contains at least two instances of the same non-terminal symbol.

Since 11 out of 13 proofs considered use grammars and generic trees and, of these, 6 use
CNF grammars and binary trees (including the authors of the original proof), this strategy was
initially considered as the choice for the present work. Besides that, binary trees can be easily
represented in Coq as simple inductive types, where generic trees require mutually inductive
types, which increases the complexity of related proofs. Thus, for all these reasons we have
adopted the proof strategy that uses CNF grammars and binary trees in what follows.

The classical proof considers that G is in the Chomsky Normal Form (a form in which
the rules of the grammar have at most two symbols in the right-hand side), which means that
derivation trees have the simpler form of binary trees. Then, if the sentence has a certain
minimum length, the frontier of the derivation tree should have two or more instances of the same
non-terminal symbol in some path that starts in the root of this tree. Finally, the context-free
character of G guarantees that the subtrees related to these duplicated non-terminal symbols can
be cut and pasted in such a way that an infinite number of new derivation trees are obtained, each
of which is related to a new sentence of the language.

The proof comprises the following steps and is based in Ramos, Neto and Vega (2009):

1. Since .Z is declared to be a context-free language (predicate c £ 1), then there exists

a context-free grammar G such that L(G) = .Z;
2. Obtain G’ such that G’ is in Chomsky Normal Form and L(G’) = L(G);
3. Take n as 2%, where k is the number of non-terminal symbols in G';
4. Consider an arbitrary sentence & such that o € .Z and |a| > n;
5. Obtain a derivation tree ¢ that represents the derivation of & in G';

6. Take a path that starts in the root of ¢+ and whose length is the height of 7 plus 1

(maximum length);
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10.

11.

12.

13.

14.

15.

16.

17.

Then, the height of 7 should be greater or equal than k+ 1;

. This means that the selected path has at least k + 2 symbols, being at least k + 1

non-terminals and one (the last) a terminal symbol;

. Since G’ has only k non-terminal symbols, this means that this path has at least one

non-terminal symbol that appears at least twice in it;

Name the duplicated symbols n and n, (n; = ny) and the corresponding subtrees 7

and 7, (note that 7, is a subtree of ¢; and ¢ is a subtree of 7);

It is then possible to prove that the height of #; is greater than or equal to 2, and less
than or equal to 2k,

Also, that the height of 1, is greater than or equal to 1 and less than or equal to 28 1;

This implies that the frontier of # can be split into five parts: u,v,w,x,y, where w is

the frontier of #, and vwx is the frontier of #1;

As a consequence of the heights of the corresponding subtrees, it can be shown that

lvx| > 1 and |vwx| < n;

If #; is removed from ¢, and #, is inserted in its place, then we have a new tree 10 that

represents the derivation of string uv’wx%y = uwy;

If, instead, #; is inserted in the place where ¢, lies originally, then we have a tree 12

that represents the derivation of string uv?wx?y;

Repetition of the previous step generates all trees ¢/ that represent the derivation of

the string uv'wx'y, Vi > 2.

Figure 6.3 illustrates the analysis of the longest path of the tree: in the bottom we have

the terminal symbol, above it we have a string of exactly k4 1 non-terminal symbols and finally a

(possibily empty) string of non-terminal symbols. It corresponds to steps 1 to 12 of the informal

proof, and allows one to confirm the results presented up to this point.

Figure 6.4 shows that the tree has at least two subtrees with the same non-terminal

symbol as a root (steps 13 and 14), and finally Figure 6.5 presents some possible substitutions of

these trees in order to generate different strings (steps 15 to 17).

The Pumping Lemma is valid also for finite languages, and not only for infinite languages.

An informal proof is:

» Suppose L is finite;

s Let G in CNF such that L = L(G);
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Figure 6.3: Analysis of the longest path

Height > £+1

Length of longest
path > k+1

Number of symbols
in longest path >
k+2

Source: the author

Figure 6.4: Subtrees with the same root

u v w x y

Source: the author

m Let k be the number of non-terminals of G;
» We claim there is no w € L such that |w| > 2:

n If there were, then the PL asserts that L would be infinite, which contradicts

the hypothesis.
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Figure 6.5: Substitution of subtrees

S S N

X X X

X

X X
uov. . w  x u w y u v v w x x y

Source: the author

» Since there is no w € L such that |w| > 2% then the PL is trivially true.

6.9.3 Formalization

The formalization follows closely the steps described in Section 6.9.2. The Pumping
Lemma has been stated as follows’:

Lemma pumping_lemma:

V 1: lang terminal,

(contains_empty 1V ~contains_empty 1) A
(contains_non_empty 1 V ~contains_non_empty 1) —
cfll—

d n: nat,

V s: sentence,

ls—

lengths>n—

Juvwxy: sentence,

S=Uu++V +t+w ++x ++y A

length (v++x) > 1A

length (u++y) > 1A

length (v +4+w ++x) < n A

V i: nat,1l(u ++(iter v i) ++w ++(iter x i) ++y).

Application iter 1 i onalist1 and a natural i yields list 1°.

The proof of the Pumping Lemma starts by finding a grammar G that generates the input
language L (this is a direct consequence of the predicate is_cf1l and corresponds to step 1
of Section 6.9.2). Next, we obtain a CNF grammar G’ that is equivalent to G (step 2), using
previous results. Then, G is substituted for G’ and the value for 7 is defined as 2* (step 3) where

k is the length of the list of non-terminals of G’ (which in turn is obtained from the predicate

"Differently from the statement of Section 6.9.1, the statement in Coq of this section contains the extra clause
length (u ++ y) >= 1, corresponding to |uy| > 1, which is normally not mentioned in textbooks. The
subject is further discussed in Section 6.11.3.
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rules_finite). An arbitrary sentence o of L(G') that satisfies the required minimum length
n is considered (step 4).

Lemma derives_g_cnf_equiv_btree isthen applied in order to obtain a bt ree
¢ that represents the derivation of ¢ in G’ (step 5). Naturally we have to ensure that ¢¢ # €, which
is true since by assumption |ct| > 2¥.

The next step is to obtain a path (a sequence of non-terminal symbols ended by a
terminal symbol) that has maximum length, that is, whose length is equal to the height of ¢
plus 1 (steps 6 and 7). This is accomplished by means of the definition bpath and the lemma
btree_ex_bpath.

The length of this path (which is > k+ 2) allows one to infer that it must contain at least
one non-terminal symbol that appears at least twice in it (steps 8, 9 and 10). This result comes
from the application of the lemma pigeon which represents a list version of the well-known

pigeonhole principle:

Lemma pigeon:

V A: Type,

V x y: list A,

(Ve A Inex—Iney)—
lengthx=lengthy+1—
dd: A,

d x1 x2 x3:1ist A,

x = x1 ++[d] ++x2 ++[d] ++x3.

This lemma (and other auxiliary lemmas) is included in library pigeon.v, and its proof
requires the use of classical reasoning (and thus library Classical_Prop of the Coq Standard
Library). It is necessary in order to have a decidable equality on the type of the non-terminals
of the grammar, and this is the only place in the whole formalization where this is required.
Nevertheless, we plan to pursue in the future a constructive version of this proof.

Since a path is not unique in a tree, it is necessary to use some other representation
that can describe this path uniquely, which is done by the predicate bcode and the lemma
bpath_ex_bcode.

Once the path has been identified with a repeated non-terminal symbol, and a corre-
sponding bcode has been assigned to it, lemma bcode_split is applied twice in order to
obtain the two subtrees #; and 7, that are associated respectively to the first and second repeated
non-terminals of .

From this information it is then possible to extract most of the results needed to prove
the goal (steps 11, 12, 13 and 14), except for the pumping condition. This is obtained by an
auxiliary lemma pumping_aux, which takes as hypothesis the fact that a tree #; (with frontier
vwx) has a subtree t, (with frontier w), both with the same roots, and asserts the existence of
an infinite number of new trees obtained by repeated substitution of #, by #; or simply #; by #;,

with respectively frontiers viwx’,i > 1 and w, or simply viwx’,i > 0. The lemma is proved by
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induction on 1i:

Lemma pumping_aux:
Vg cfg_ _,
vV tlt2:btree (non_terminal’ non_terminal terminal)_,
Vo _,
V cl c2:1ist bool,
YV v x: sentence,
btree_decompose tl cl = Some (v, t2, Xx) —
btree_cnfgtl —
broot tl=n—
bcode tl (cl ++c2) —
cl#[ —
broot t2=n—
bcode t2 c2 =
(V i: nat,
Jt’: btree _,
btree_cnf gt’ A
broot t’=nA
btree_decompose t’ (iter cl i)=Some (iter v i, t2,iter x i) A
bcode t’ (itercl i ++c2) A

get_nt_btree (iter cl i) t’ = Some n).

The proof continues by showing that each of these new trees can be combined with tree ¢
obtained before, thus representing strings uv'wx'y,i > 0 as necessary (steps 15 and 16).

Finally, we prove that each of these trees is related to a derivation in G’, which is
accomplished by lemma bt ree_equiv_produces_g_cnf (step 17).

The formalization of the Pumping Lemma follows closely the informal proof of Sec-
tion 6.9.2. It is quite readable and could be easily modified to the alternative version described in
Section 6.11.4. It builds nicely on top of the previous results on grammar normalization, which
in turn is a consequence of grammar simplification. It is however long (pumping_lemma
has 436 lines of Coq script) and the key insights for its formalization were (i) the construction
of the library trees.v, specially the lemmas that relate binary trees to CNF grammars; (ii) the
identification and isolation of lemma pumping_aux, to show the pumping of subtrees in a
binary tree and (iii) the proof of lemma pigeon. None of these aspects are clear from the

informal proof, they showed up only while working in the formalization.

6.10 Summary

The whole formalization consists of 23,984 lines of Coq script spread in 18 libraries
(each library corresponds to a different file), not including the example files. This number can

be considered too high, but is explained by the style adopted for the writing of the scripts: for
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the sake of clarity, each tactic is placed in its own line, despite the possibility of combining
several tactics in the same line. Also, bullets (for structuring the code) were used as much as
possible and the sequence tactical (using the semicolon symbol) was avoided in most cases. This
duplicates parts of the code but has the advantage of keeping the static structure of the script
related to its dynamic behaviour, which favors legibility and maintenance.

The 18 libraries contain 533 lemmas and theorems, 99 constructors, 63 definitions (not
including fixpoints), 40 inductive definitions and 20 fixpoints among 1,067 declared names. In
what follows, we list the 10 main libraries of the formalization, and for each library the main
lemmas and theorems included in it (for more information about the definitions and lemmas

included in each of these libraries, please refer to Appendix C):
» Library chomsky.v:
m g_cnf_ex

Library closure.v:

ml clo_is_cfl
m 1l _clo_correct

ml clo correct_inv
= Library concatenation.v:

ml cat_is cfl
m 1_cat_correct

m 1l cat_correct_inv

Library emptyrules.v:

m J_emp_correct

m g_emp’_correct
» Library inaccessible.v:
m J_acc_correct

Library pumping.v:

m pumping_lemma

m pumping_lemma_v2

Library simplification.v:

m g_simpl_ex_vl
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m g_simpl_ex_v2
s Library union.v:

m ]l uni_is_cfl
m 1_uni_correct

m 1l uni_correct_inv
» Library unitrules.v:

m g_unit_correct
» Library useless.v:

m Jg_use_correct

Table 6.1 provides extra information about the contents of each library/file. The 8 libraries
that appear in this table and are not included in the list above correspond to libraries that have an
auxiliary role in the formalization and are not directly related to the final results obtained — they
are, nevertheless, of fundamental importance in achieving the objectives of the formalization.
These 8 auxiliary libraries contain 11,781 lines of Coq script and correspond to almost half of
the formalization (49.1%). Two of these auxiliary libraries (cfg.v and t rees. v) sum, alone,
8,932 lines or more than one third (37.2%) of the total.

The files were created and compiled with the Coq Proof Assistant, version 8.4pl4 (June
2014), using CoqIDE for Windows. They are available for download at <https://github.com/
mvmramos/v1> and can be compiled with the following commands under Cygwin, a Linux-like

environment for Windows:

m cog _makefile %x.v > _makefile

(to create the make file)

m make —-f _makefile

(to compile the Coq source files)

m make —-f _makefile html
(to compile the Coq source files and generate the corresponding HTML documenta-

tion)

Table 6.2 lists the example files and relates them to the corresponding sections of this

work.


https://github.com/mvmramos/v1
https://github.com/mvmramos/v1
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Table 6.1: List of source files

File name Description # of lines

allrules.v generates all sentential forms over a given alpha- 259
bet up to a certain length

cfg.v definitions and basic lemmas regarding context- 4,393
free grammars and derivations

cfl.v definitions and basic lemmas regarding context- 177
free languages

chomsky.v Chomsky grammar normalization 2,333

closure.v closure of context-free languages over Kleene 1,042
star

concatenation.v | closure of context-free languages over concate- 1,142
nation

emptyrules.v elimination of empty rules in a context-free 2,966
grammar

inaccessible.v | elimination of inaccessible symbols in a context- 384
free grammar

misc_arith.v generic arithmetic related lemmas 230

misc_list.v generic list lemmas 1,868

misc_logic generic logic lemmas 44

pigeon.v pigeonhole principle 271

pumping pumping lemma for context-free languages 1,052

simplification.v | unification of all previous results 1,029

trees.v binary trees and their relation to Chomsky gram- 4,539
mars

union.v closure of context-free languages over union 1,140

unitrules.v elimination of unit rules in a context-free gram- 464
mar

useless.v elimination of useless symbols in a context-free 651
grammar

Total 23,984

Table 6.2: List of example files
File name Description

example_6_2_1_a.v

first example of Section 6.2.1 (Grammars)

example_6_2_1_b.v

second example of Section 6.2.1 (Grammars)

example_6_2_2.v

example of Section 6.2.2 (Derivations)

example_6_3.v

example of Section 6.3 (Generic CFG Library)

example_6_5_1vV

example of Section 6.5.1 (Union)
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6.11 Discussion

In this section we review the main phases of this project, its major obstacles and dificulties,
and the lessons that were learned from them. Section 6.11.1 gives a historical perspective of
the project until it resulted in the present format. In Section 6.11.2 we present some general
advices for newcomers, based on our own experience. Some design decisions of the present
formalization, the related problems and the solutions that were considered for them, are discussed
in Section 6.11.3. Hopefully, sharing all this experience will be benefitial for students and
professionals willing to work with mathematical formalization. Finally, a discussion about the

statement and proof of the Pumping Lemma is presented in Section 6.11.4.

6.11.1 History and Lessons

The development of this formalization faced two main challenges. The first was to
acquire the necessary background in order to use the Coq proof assistant and understand the
theory behind it. The second was to master the Coq proof assistant itself, in order to use it
to represent the part of the context-free language theory considerd in this work. Hopefully,
this theory was already mastered by the author (RAMOS; NETO; VEGA, 2009) before the
formalization started.

The first challenge was partially fulfilled in the first years of the PhD program (2011-
2012), by attending the classes of lambda calculus, set theory and introductory logic. The
rest (natural deduction, type theory etc) was acquired autonomously in the following years
(2013-2015), with the specific objective of learning the Coq proof assistant. A brief review of
these topics is presented in Appendix A.

The second challenge (mastering the Coq proof assistant) proved quite difficult, despite
having already acquired some background on the theory. This more or less agrees with the
opinion of other researches, who state that they had to use Coq (or any other proof assistant) for
many years before they could really say they had effectively mastered the tool.

This long learning period comes, apparently, from different aspects. To start with, the
languages of Coq (Gallina and Vernacular) are large and complex. This, however, can be solved
by studying the manuals, books and tutorials available, and also by doing small exercises. Second,
as with any other language, there is a methodology issue: it is not enough to know the syntax and
semantics of the commands, it is also necessary to know how to combine and use them to solve
typical problems in the application area of the language. All this, however, is still not enough.
We need an extra and fundamental ingredient that can not be obtained from the books alone,

which leads to the following lesson:

One needs to have a previous hands-on experience in a real world formalization

project of some complexity and size, preferably in a group willing to share its
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(supposedly) higher expertise and experience, before facing alone the challenges of

a similar project.

For the present formalization, this second aspect proved to be the most difficult of all.
This is because trying to master the tool at the same time as trying to use it in a reasonably
complex project is definitely not a good strategy.

Let us now review the phases the project went through. When the formalization effort
started, in July of 2013, all we had was some background in the theories required by the tool
and a formalization experience that consisted only of doing some very simples exercises in Coq
(mosty proving basic theorems of propositional and predicate logic). This was not an adequate
preparation to face a project with the size and complexity of the present one. Because of this,
the mastering of the methodology issue (and also the Coq languages’ syntax and semantics) had
to be developed along with the development of the formalization itself. This, of course, made
things much more complicated and reduced productivity in the early stages of the work. The

lesson learned from this was:

Formalization projects (as with any other projects) should come in increasing size
and complexity, allowing the person (or team) involved to be adequately prepared to

cope with the new challenges.

On the other hand, choosing an already mastered theory to be the object of the formal-
ization proved to be a correct decision: this enabled the author to focus in the language and
methodology issues, while being assured of the results that he wanted to pursue and consider

alternatives for that. This could thus be understood as a third lesson from the present project:

Avoid formalizing a theory that you are not familiar with, unless you already
master the proof assistant and have some experience with the formalization process.

Otherwise, stick to a well-know theory and reduce the risks involved.

The first formalization attempt started in July of 2013 and lasted until April of 2014.
The focus of the formalization then was the regular language theory (regular expressions, finite
automata, linear grammars etc). The approach adopted was to write functions that implemented
operations on the objects of this theory, such as elimination of empty transitions and non-
determinism in finite automata, mapping of regular expressions to finite automata and so on.
This effort resulted in some 6,000 lines of fully executable Coq scripts, however no lemmas or
theorems were proved.

This tentative was a direct consequence of our personal background as a programmer,
which made us look at Coq, in the first moment, only as a (functional) programming language (a
secondary characteristic of Coq) and not as a reasoning tool (its main characteristic). Naturally,
the work could have evolved by pursuing proofs of the correctness of the functions implemented.

However, when the focus changed from regular to context-free language theory, the approach
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adopted also change. In the second and final attempt, we avoided the creation of functions and
pursued the proof of some basic lemmas. This resulted in a completely different nature of the
formalization, when compared to the one obtained in the first tentative: the fully declarative
approach could not be executed and prevented the extraction of certified programs. On the other
hand, it was considered more natural and closer to the approach of most textbooks on the subject,
and for this reason was kept to the end.

The present formalization was developed from April of 2014 until August of 2015, and
started right after a meeting with Mr. Bertot at INRIA Sophia-Antipolis (France) in April 23rd,
2014. In this meeting, Mr. Bertot explained that the formalization of a theory should start with
its simplest theorem, and then move gradually towards the more complex ones. As a result,
the work concentrated successfully on the formalization of the closure property for grammar
union, moving later to concatenation and Kleene star. The rest was formalized in the same
sequence presented here (simplification, Chomsky and Pumping Lemma), which was considered
a sequence of increasing complexity, where some of the early proofs were subsequently reused
and adapted in the construction of the latter and more complex ones. This is also an important

lesson:

The formalization of any theory should start with the shortest, simpler and more
independent lemmas and theorems, and proceed towards the largest and more

complex ones, benefiting from previous resullts.

The limited time available for the formalization (16 months) did not allow for much
of experimentation with different representation choices and proof strategies, after successful
results were obtained. On the contrary, the decisions that proved successful were immediately
adopted as they were in order to allow the for advance of the formalization and the fulfillment
of its objectives. Thus, it is very possible that the formalization could have been optimized in
many different ways. However, this is not really important because of the proof-independence
principle, which claims for a single proof of every statement, no matter how it was built, as long
as it is correct. Another consequence of this is the lack of more material to discuss the pros and
cons of different choices and strategies. This is compensated, in our opinion, by the scope and

number of results that were proved in the present formalization.

6.11.2 General Advices

This section reviews some fundamental aspects of the formalization process which may
not be properly considered by newcomers, and thus constitute a source of extra problems to
overcome. The following advices might seem obvious to experts, but they come out from our
own experience with the observation that it is worth to dedicate enough time and thinking to

them in order to increase productivity, maintainability and legibility from the beginning.
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Make a deep review of the informal proof: Informal proofs from textbooks are normally too
informal to be used as a guideline for a formalization. In many cases, extremely important
details are simply missed or left implicit in the text of the informal proof. Thus, do not be
satisfied if you have an informal proof of the statement you want to formalize: consider
all the minimum steps involved in it, check how they could be represented or proved with
your definitions and fill in the gaps by yourself. This will probably lead to a number
of auxiliary lemmas that will have to be proved before you prove the main lemmas and
theorems. Anyway, it is also a good idea to use different textbooks in order to get as much

details and insights as possible before initiating the formalization.

Be sure of the statement to be proved: Quite often, the statement to be proved has many vari-
ables and it becomes rather difficult to consider all possible combinations of values for
all variables in order to make sure that the statement is always true. As a consequence,
it is not unusual for the user to try to prove an unprovable lemma or theorem (which can
happen for a special and subtle combination of values). When it becomes too difficult to
finish a proof, it is always a good idea to review the statement and make sure that it is true

in all situations.

Use the cohesion and coupling principles: When the formalization increases in size, it is im-
portant to created modules according to the cohesion and coupling principles of the
software engineering: each module should gather all related definitions, lemmas and
theorems that refer to the same notion (an object or an operation). On the other hand,
the interface between these modules should be as loose as possibile, in order to preserve
independence. Coq offers many facilities for achieving these goals and it is important to

make good use of them.

Choose a naming policy: A good naming policy, as in any other programming language, will
help the user to identify definitions, lemmas and the theorems, among others, in a way that
their semantics become obvious, their names can be easily remembered or inferred and
similar names refer to similar objects. It is also a software engineering principle that is

extremely benefitial in a formalization, specially when working with large name spaces.

Develop a writing style: Indentation, comments, line breaks, spaces and bullets can be very
helpful when writing a Coq script. However, it is important to adopt a writing discipline in
order to facilitate the reading and maintainance of the code. Since all these aspects offer a
great degree of freedom to the user, he should experiment with some altrenatives and, at
least informally, decide what fits best for his objectives. The use of a standardized style
will prove helpful for the author itself and others that may have to review and/or change

the formalization.

Be prepared for lots of trial and error: It is not usual that the proofs are finished and correct
in the first attempt. On the contrary, it is likely that many possibilities have to be tried
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until one proves successful. Sometimes a simple case analysis is sufficient, in others and
inductive proof has to be constructed. For statements that use different inductive type
definitions (such as natural numbers and lists) and inductively defined predicates, this can
be even more difficult: the decision on the object over which to reason inductively may
prove successful or not, thus raising the need to consider other alternatives. Sometimes the
default induction princple will not work, so a new and more appropriate has to be defined.
Except for similar statements that might share similar proofs, each statement represents a

new and unique challenge when trying to construct the corresponding proof term.

Do not underestimate the importance of the inductive definitions: Inductive definitions (of
types and predicates) play a fundamental role in a formalization. They affect directly the
structure, the size and the complexity of the proofs that will have to be construted. Also,
incorrect definitions might lead to unprovable lemmas and theorems. Thus, it is of extreme
importance that these definitions be thoroughly checked and tested before starting to prove
lemmas based on them. It is desirable, as a rule of thumb, to have the least possible number
of constructors, to make sure that the statements of the constructors do not overlap, and to
make them as simple as possibile in order to ease the construction of the proofs. It is also
a good idea to experiment with these definitions before making any proofs, for example
by proving some small and simple lemmas, before proceeding to the more complex ones.
Since changes to an inductive definition might have a considerable effect in the whole
formalization, it is better to make sure that they are correct before doing the rest, under the

risk of having to start all over again.

Get rid of useless code: During the process of a formalization, it is common to create defini-
tions and prove lemmas and theorems that will not be used in the final version of the
formalization after all. They normally correspond to successful intermediate results of
insuccessful tentatives of proving other, more complex lemmas and theorems. While some
of them might be valid for themselves, and thus worth keeping, most of them will prove
useless and should thus be removed from the formalization in order to reduce its size and

ease its understanding.

6.11.3 Design Choices

Despite the fact that, in most cases, different successful design choices were not con-
sidered in the formalization, there are still a few aspects related to this subject that are worth

discussing.

Constructive versus non-constructive

We should first review some non-constructive aspects of the formalization, its conse-

quences and ways to overcome them. The first is the fact that some lemmas have in their
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statement instances of the Law of the Excluded Middle (LEM), which is typical from classical
reasoning. This happens, for example, in the statement of lemma g_cnf_ex (which asserts
the existence of a CNF grammar). As mentioned in Section 6.7, this is due to the fact that the
predicates used in the statement were not proved decidable yet. Classical reasoning has also
been used explicitly in library pigeon.v, as mentioned in Section 6.9, in order to have decidability
for the type of non-terminal symbols.

Besides that, some predicates used in the formalization are not constructive, in the sense
that they do not explain how to build the objects that validates the corresponding propositions.
An example is the predicate empty, used to assert that a symbol s (non-terminal or terminal)

eventually derives the empty string in grammar g (see Section 6.6.1):

Definition empty
(g: cfgterminal _)(s:non_terminal + terminal): Prop:=

derives g[s][].

Such definitions do not have computational content, and thus prevent code extraction
from the scripts. An alternative approach would be to use an inductive and more informative

definition, such as the one used for predicate unit in Section 6.6.2:

Inductive unit
(terminal non_terminal : Type)
(g: cfgterminal non_terminal)
(a: non_terminal)
: non_terminal — Prop:=
| unit_rule:
V (b: non_terminal),
rulesgalinl b] wunitgab
| unit_trans:
¥V b ¢c: non_terminal,

unit gab +unitgbc—unitgac.

While the definition of empty is clearly declarative and very short and abstract, the
definition of unit is more detailed and explains exactly how to determine whether two arbitrary
non-terminal symbols satisfy the relation.

The same effect can be obtained for the empty predicate if it is replaced, for example,

by the following definition:

Inductive empty (g: cfgnon_terminal terminal):
(non_terminal + terminal) — Prop:=
| empty_b:Vleft:non_terminal,
rules gleft [] > empty g(inl left)
| empty_i:Vleft:non_terminal,
V right: sf,
rules g left right —
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(V s: (non_terminal + terminal),

Insright - emptygs)—empty g(inl left).

The same situation happens with the definitions of predicates useful and accessible,
respectively in Section 6.6.3 and Section 6.6.4.
Except for these, the formalization can be considered constructive. This does not mean,

however, that it can be used to extract certified programs, as explained next.

Set versus Prop

The decision of representing grammar rules as propositions (that is, inhabitants of the
sort Prop) has the consequence that it prevents direct extraction of executable code from
the formalization. Despite the efficiency issues that are associated with code extraction, it
would surely be desirable, however, to be able to obtain certified algorithms for the operations
considered in this work, such as grammar union, concatenation and closure, as well as grammar
simplification and Chomsky Normal Form.

To achieve this, an alternative would be to represent the set P of rules as a member of
type list (non_terminal * sf) instead (thatis, an inhabitant of the sort Set). In this
case, P would be represented as a list of rules, and each rule as a pair where the first element is a
non-terminal symbol and the second is a list of terminal and non-terminal symbols. Then, the
inductive definitions used to construct new grammars would have to be replaced by functions that
construct the new grammars from the previous one. Finally, the desired lemmas and theorems
would have to be proved on top of these functions. After that, the extraction of certified programs
from these functions could be obtained directly using Coq’s appropriate facilities.

All this, however, would have changed the declarative approach of the present work into
an algorithmic approach, by creating functions that generate new grammars with the desired
properties. On the other hand, the purely logical approach adopted was considered more
appealing, since it maps directly from the textbooks, and thus was selected as the choice for
the present formalization. Anyway, this is a possibility that should still be considered and can

certainly be achieved with some effort.

Inductive versus Fixpoint

In general, a formalization can either (i) make heavy use of inductive definitions, or (ii)
of fixpoint definitions (recursive functions) or (iii) a mixture of both. In the first case we get a
declarative and thus more “logical” formalization which prevents code extraction, in the second
we have lots of computational content (at the expense of having to build proofs of functions) and
in the third we can obtain all these benefits in a balanced way.

The present formalization relies extensively on the use of inductive definitions, with
great impact in the way the corresponding proofs were constructed (declarative in most cases).

An alternative strategy would be to have a better balance of inductive and fixpoint definitions
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(recursive functions), in order to add computational content to the formalization and enable code
extraction to obtain, for example, executable programs that perform transformations such as
grammar closure, grammar simplification and Chomsky normalization.

A total of 40 inductive definitions have been used. They embed, in a certain way, the
algorithms that make the desired mappings and constitute the basis of the whole development.
These definitions were used mostly in the multiple instances of the derives predicate, on all
definitions of new non-terminal symbols, on all definitions of new grammar rules and also on
some definitions and predicates related to binary trees. On the other hand, only 20 recursive
functions (Fixpoint definitions) have been used in the formalization.

As an example, the relatively complex inductive definitions used to specify the new
grammar rules for closure, simplification and CNF could have been substituted by corresponding
recursive functions that would explicitly execute the algorithms embedded in the definitions,
thereby effectively constructing the new sets of rules instead of just declaring which are these
rules. This approach would bring the formalization closer to the computer universe with the
further advantage of allowing the extraction of certified programs. Naturally, other changes
would have to follow, such as to the definition of context-free grammar (c £g). Also, proofs over
inductive definitions would have to be replaced by proofs over fixpoint definitions (proofs of

recursive functions).

Finiteness of the context-free grammar

Context-free grammars demand that the non-terminal and terminal symbol sets be
finite. In the formalization, however, the non-terminal and terminal symbol sets, used to define
grammars, can be a regular Coq type, meaning that they can have either a finite or an infinite
number of inhabitants.

Thus, we should somehow avoid the use of a type with an infinte number of inhabitants
in both cases. This was not considered an issue in the beginning of the formalization, and for this
reason the representation choice for these sets was left as general types until later consideration.
As an example, the idea was to use inductive types with a finite number of constructors only, as
in:

Inductive non_terminal_1: Type:=
I
I

non_terminal 1
non_terminal_1

non_terminal_1

non_terminal_1.

for N = {S,X,Y,Z} (with four inhabitants). However, there were no restrictions for using a

definition like the following one (with an infinite number of inhabitants):

Inductive non_terminal_2: Type:=

| S: non_terminal 2
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| X: non_terminal_2 —non_terminal_2.

for an hypotetical N = {S,XS,XXS,XXXS,...}. This was obviously a problem, since the results
obtained could not be claimed as valid for general context-free grammars, as they are defined in
the literature.

The problem, however, extends further. Even if it were possibile to restrict the non-
terminal and terminal sets to be finite, it would still be possible to define a grammar with an
infinite number of rules because there was no upper limit on the length of the righ-hand side
of the rules of a grammar (remember that rules is defined as non_terminal — sf —
Prop, where sf can be any sentential form). This was also against the definition of context-free
grammars, and a solution for this problem had to be implemented somewhow. This is indeed
what happened, however in a moment when the formalization was in an advanced stage.

In order to preserve what had already been done, with minimum changes and extra effort,
the solution was to introduce a predicate (rules_finite) in the definition of a context-free

grammar (cfg). The predicate and its use are presented below:

Definition rules_finite_def (ss:non_terminal)
(rules: non_terminal — sf — Prop)
(n: nat)
(ntl:1list non_terminal)
(tl: list terminal):=
InssntlA
(V left:non_terminal,
V right:1list (non_terminal + terminal),
rules left right —
lengthright <nA
Inleftntl A
(V s: non_terminal,In(inl s) right - Insntl)A
(V s: terminal, In (inr s) right — In s t1)).

Record cfg: Type:= {
start_symbol: non_terminal;
rules: non_terminal — sf — Prop;
rules_finite: dn:nat,
dntl:nlist,
Jtl:tlist,

rules_finite_def start_symbol rulesnntltl

This way, every new grammar that is defined must be accompanied by a proof that the
corresponding statement rules_finite is true. For this, it is necessary to show that (i) there
exists a natural number for this grammar such that the right-hand side of all rules of the grammar

have a length that is equal or less than this number; (i1) there exists a list of non-terminal symbols
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for this grammar such that every symbol used in a rule of the grammar is part of this list and
(ii1) there exists a list of terminal symbols for this grammar such that every symbol used in a
rule of the grammar in part of this list. The idea of using lists, in this case, is to ensure that the
corresponding types have a finite number of inhabitants.

As a consequence of this condition, every new grammar defined in the formalization
had to comply with the new predicate, which led to extra and long proofs in many cases. A
simpler solution would be, of course, to introduce lists in the definition of the rules fom the
beginning. This, however, would have a much higher impact in the formalization, demanding
changes in most lemmas already proved. For this reason, the solution with an extra field in the
record definition was adopted. As a result, every new grammar defined in the formalization is
guaranteed to have a finite number of non-terminal symbols, a finite number of terminal symbols

and a finite number of rules.

Variants of inductive predicate definitions

Most cases of using different design choices in the formalization happened with inductive
definitions. The definition of the predicate derives, for example, is very representative because
the initial definition motivated the inclusion of a few variants, each of which suited for a different
use and each of them equivalent to all the others. As a consequence, seven different notions of
a derivation in a context-free grammar were defined, namely derives, derives?2 etc, until
derives’.

This allowed for the selection of the definition best suited for each proof. The statements
to be proved, however, all use to the original definition in order to preserve readability.
Then, during a proof, the original definition is substituted by an alternative definition, as long it
is easier or more natural to proceed and complete the proof this way.

This strategy, however, needed proofs of the equivalence between these definitions in
order to permit the desired substitution. This was accomplished by a number of lemmas dedicated
specifically to prove, directly or indirectly, the equivalence of the definitions. Section 6.3 shows
some of these definitions, describes some of the lemmas that prove their equivalence and presents
different proofs for the same statement using different definitions.

A similar approach was used with other inductive definitions in the formalization as well.

Use of syntax trees in proofs

Trees are a fundamental structure in context-free language theory. However, they were
introduced late in the formalization, and still only in the binary variant used to prove the existence
of a Chomsky Normal Form.

General syntax trees (with any number of children) were considered for formalization,
as well as their relation to derivation sequences. Specifically, the objective was to prove that

every sentence of a language defined by a context-free grammar can be represented by a syntax
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tree, and the other way around. However, time limitations did not allow for the conclusion of
the proof of these equivalence lemmas, and thus syntax trees still cannot be used to represent
derivations (except for binary trees and derivations in a CNF grammar).

If general syntax trees were introduced earlier in the formalization, it would probably
have benefited a lot from them in all phases. Instead of using the derives predicate (and
their variants) to construct most of the proofs, the use of syntax trees would have permited the

construction of simpler and more concise proofs by simple induction on the tree structure.

Support libraries

Nine libraries of the Standard Coq Library (INRIA, 2016) were used in the formalization:

1. Classical_Prop, for classical propositional logic;

(used only in library pigeon.v);
2. Compare_dec, for comparison of natural numbers;
3. Decidable, for properties of decidable propositions;
4. Even, for definitions and properties of even and odd numbers;
5. List, for definitions, functions and properties of generic lists;
6. NPeano, for properties of natural numbers;
7. NzZPow, for properties of the power operator;

8. Omega, for automatic decision procedure for Presburger arithmetic;

(implements tactic omega)

9. Ring, for equations upon polynomial expressions of a ring (or semi-ring) structure;

(implements tactic ring)

Eight out of the eighteen libraries that are part of the formalization (allrules.v, cfg.v, cfl.v,
misc_arith.v, misc_list.v, misc_logic.v, pigeon.v and trees.v) refer to generic results that were
used throughout the work and could also be used easily in other formalizations. They correspond
to roughly half of the formalization effort (in number of lines) and only two of them (cfg.v and
trees.v) account for 37% of the total number of lines or 35% of the total number of lemmas
and theorems. Thus, they deserve some considerations of their own. Libraries misc_arith.v and
misc_list.v, in particular, extend, respectively, libraries NPeano and List of the Coq Standard
Library.

First of all, it is important to note that the development of these eight libraries was not
planned from the beginning. On the contrary, the idea of creating such libraries started at the

same time that the first generic results (on arithmetic, lists, context-free grammars etc) were
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neeed to prove the core lemmas of our formalization. This is more or less straighforward for
results on arithmetic and lists, but not for context-free grammars and the relation between binary
trees and CNF grammars for example. Differently from the two first cases, for the two latter
cases it was very important to have a good background on the theory being formalized, in order
to promptly identify, state, prove and isolate the lemmas and theorems that referred to generic
results. This way, we could not only build the corresponding generic libraries, but also use the
generic results to prove the specific results we were pursuing, while maintaining the elegance
and legibility of the proof scripts. The construction of the generic libraries lasted until the end
of the work, and can be viewed as a simultaneous activity to the formalization of the specific
results.

Nevertheless, it could still be argued that part of results contained in these generic
libraries could eventually be found in third-party previously developed libraries, without having
to spend time and effort to construct them. For arithmetic and lists we don’t believe that this is
the case, since extensive search was sistematically done in the standard libraries of Coq before
new proofs were created. For context-free grammars and the relation of CNF grammars to binary
trees, there is no similar work that could be used. This could be the case, perhaps, for binary
trees and the pigeonhole principle. However, even so it was considered more effective to state
and proof the results that were needed, when they were needed, than making time-consuming
searches and adaptations in the standard and user contributed libraries of Coq. Anyway, the
libraries of SSReflect are much more complete than those of Coq, and thus represent an additional

motivation for searching and using them when we migrate our formalization to SSRefelct.

Previous works

The present work did not take advantage of previous works on the subject. Some
possibilities for this would have been (see Chapter 4) the works of Fillidtre and Courant on
regular and context-free languages, and of Doczkal, Kaiser and Smolka on regular languages,
all of which have been done in the Coq proof assistant. Another possibility would have been
the work of Norrish and Barthwal on context-free languages in HOL4. We shall thus discuss
the reasons why this was not the case in all situations, and explain our decision of starting from
scratch (except for some of the standard libraries).

From these three works, the one by Filliatre and Courant would probably be the one
with the highest likelihood of being adopted for our own work, due to the use of Coq and
the formalization of some context-free language theory. However, three main aspects were
considered in order to abandon this idea. The first is the lack of documentation on the context-
free language theory part of their formalization (it exists only for one part of their work, and it is
for the formalization of Kleene’s theorem). The second is the statement made by Mr. Fillidtre in

a personal correspondence dated September 25th, 2013:

“My own 1994 proof is definitely outdated and naive (Coq was young by that time
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and I was as well :-)). I’'m sure you’ll be able to do much a better work, using recent

features of Coq in particular.”

His formalization was indeed 19 years old in 2013, and Coq was only 5 years old. Since
then, Coq evolved quite a lot and justifies his claims in this aspect. The third and final reason is
not the most important, however was considered as an additional problem: the use of the french
language in the names and comments of their formalization, with which we are not familiar. All
considered, we decided not to continue where they stopped.

The second option would be the work of Doczkal, Kaiser and Smolka on regular lan-
guages. Despite being a very nice and complete work, we identified two situations that did not
meet our expectations. The first is the fact that they made extensive of the SSRreflect plugin for
Coq. Although it is a plugin, the point is that SSRreflect implements virtually a new language
with a new set of commands and tactics, with different syntax and semantics when compared to
Coq. Still, parts of Coq are also used in SSReflect. Besides that, SSReflect adopts a different
approach towards proof construction, namely the proof by reflection. Thus, we would face the
problem of not only having to learn Coq, but also SSReflect and its own proving methodology,
something that the time limitations of our own work would not permit. The second is that they
had the explicit objective of creating an extremely concise formalization, which indeed happened.
This was never an objective in our case: the length of our formalization did not suffer from any
constraints besides being correct and readable.

Third and final, the work of Norrish and Barthwal, despite being the most complete on
context-free languages up to date, was formalized in HOL4, which is a higher-order logic and not
a type theory (as in Coq). Thus, although it refers to the formalization of the same context-free
language theory, it is a completely different approach towards a similar objective.

On the other hand, it is worth mentioning that to build our formalization from scratch,
without any previous knowledge of Coq or any other proof assistant, and no previous experience
with formal mathematics, was a hard and complex task filled with lots of challenges. All this,
however, contributed to a better training and understanding of the formalization process and Coq,

a byproduct that we consider relevant in the scope of the present work.

6.11.4 Statement and proof of the Pumping Lemma

It is common, in the literature, to find texts that list, among the many benefits of using
interactive proof assistants, the deeper insight into the nature of the proofs that the user can
acquire, and also, in some cases, the discovery of unnoticed errors in textbooks and informal
proofs.

A similar situation happened during, for example, the proof of the Pumping Lemma for
context-free languages (Section 6.9). Although the notion of a path inside a tree was used in
the informal proof (RAMOS; NETO; VEGA, 2009), and translated in the formalization into

the notion of a bpath, the need for a unique identification of this path was not clear from the
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informal proof. When introduced as a bcode, however, it allowed to overcome many of the

problems faced in the formalization up to that moment.

The statement of the Pumping Lemma itself was perceived by the author with some extra
information that is not available from textbooks. Let us recall the classical statement of the

lemma, presented in Section 6.9 (pumping_lemma):

VL, (fl.L)— In|
Va,(ae Z)N(Jo| >n) —
Fu,v,w,x,y € X[ (a = uvwxy) A (Jvx| > 1) A (jvwx| < n)A
Vi,w'wx'y e &
It contains a statement about the length of vx, but no statement about the length of uy.
The development of the proof, however, shows clearly that the same condition applies to this

string. Thus, the more complete version of the lemma (the one that was formalized) brings an

extra insight:

V.Z,(fl.L)— In|
Va,(ae Z)N(|la|>n)—
Ju,v,w,x,y € X% | (a0 = uvwxy) A([vx| > 1) A (Juy| > 1) A (Jvwx| <n) A
Viw'wxy e &

More interestingly, however, is to note that a variant of the Pumping Lemma, using a
smaller value of n, has also been proved. This result is based on the informal proof published
in Ramos, Neto and Vega (2009), and uses n = 25~ 4 1 instead of n = 2* deployed in other
textbooks (k is the number of non-terminal symbols in the CNF grammar). Since the proof
needs a binary tree of height at least k+ 1 in order to proceed, and since trees of height i have
as frontier strings of length maximum 2/, it is clear that it is also possible to consider strings
of length equal to or greater than 2¥~! 4 1 (and not only of length equal to or greater than 2¥)
in order to have the corresponding binary tree with height equal to or higher than £+ 1. This
way, two slightly different proofs of the Pumping Lemma have been produced: one with n = 2¢
(pumping_lemma) and the other with n = 25" + 1 (pumping_lemma_v2).

The statement of (pumping_lemma_v2) becomes:

V.Z,(fl.L)— In|
Va,(ae L)\ (|la|>n)—

Ju,v,w,x,y € X*| (a0 = uvwxy) A(Jvx| > 1) A (Jywx| < (n—1)%2) A
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Vi,w'wx'y e &

When compared to the statement of the original version (pumping_lemma), the differ-
ence is that [vwx| < n has been replaced with |[vwx| < (n—1) % 2.

It is also important to note that the formal development of this variant permitted the
discovery of an error in the informal proof contained in Ramos, Neto and Vega (2009). Indeed, in
the statement of theorem 4.17 in page 359, [vwx| < n should be replaced by [vwx| < (n—1) % 2.
Also in page 361, for the sake of clarity, it should be stressed that, since 2 < |[vwx| < 2k and
n=2%"141, then 28 = (n— 1) *2 and thus |[vwx| < (n— 1) *2 as specified in the statement of
pumping_lemma_v2.

This variant of the Pumping Lemma is not the first formulation ever published that uses
a value of 7 that is smaller than 2%. It was used in the proof contained in Hopcroft and Ullman
(1969, p. 57), where the corresponding statement (Theorem 4.7, “uvwxy Theorem”) refers to
two different constants p and g, with respectively values 2! and 2*. The same happens in the
original proof by Hillel, Perles and Shamir (BAR-HILLEL, 1964, p. 130, Theorem 4.1) and in
the book by Ginsburg (GINSBURG, 1966). The proof of Ramos, Neto and Vega (2009) was
however developed independently of these, and this is the first formalization of this result as far

as we are aware of.

6.11.5 Comparison

The results achieved by the present work can be compared with the ones obatined by
Norrish and Barhwal, and also by Firsov and Uustalu. For this purpose, we add a third column
to Table 4.1 of Section 4.3 in order to build Table 6.3:

Table 6.3: Context-free language theory formalizations of Norrish & Barthwal,
Firsov & Uustalu and Ramos

Norrish & Barthwal Firsov & Uustalu Ramos
Proof assistant HOL4 Agda Cog
Closure v X v
Simplification v only empty and unit rules v
CNF v v v
GNF v X X
PDA v X X
PL v X v

The formalization of Norrish and Barthwal extends our own formalization with pushdown
automata and the Greibach Normal Form and remains the most complete up to date. When
compared to the newer results of Firsov and Uustalu, however, our formalization adds closure

properties, the elimination of useless and inaccessible symbols and the Pumping Lemma as well.
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Table 6.3 is a summary of the main formalizations of context-free language theory that
have been done in the last five years. It shows that the formalization by Norrish and Barthwal
and the present one are the most complete up to date, and for this reason both can be considered
as important initiatives towards a first and complete formalization of the context-free language
theory in the Coq and HOL4 proof assistants.

The main contributions of the present work should however also be clear at this point: it
is at the same time (i) the first ever comprehensive formalization of an important subset of the
context-free language theory in the Coq proof assistant and (ii) the first ever formalization of
the Pumping Lemma for context-free languages in the Coq proof assistant. These results also
hold when considering the use of a Type Theory as the underlying calculus of the formalization
process.

In what follows, we take a more detailed look into the nature and the characteristics of

the works of Barthwal and Firsov, relating them to our own work as much as possible.

Aditi Barthwal

The PhD thesis “A formalisation of the theory of context-free languages in higher order
logic” of Aditi Barthwal (BARTHWAL, 2010) is the result of a research conducted at the
Computer Sciences Laboratory of the Australian National University under the supervision of Dr.
Michael Norrish (one of the developers of the HOL4 system) and was concluded in December of
2010. The papers Barthwal and Norrish (2010a), Barthwal and Norrish (2010b), Barthwal and
Norrish (2014) contain parts of the work published in the thesis.

Besides the formalization of the theory, the author has also developed an application of
the theory, consisting of a certified SLR parser generator, including proofs of its soundness and
completeness and an executable version in SML (Standard ML).

The thesis includes an introduction (Chapter 1), three chapters on the formalization
of the theory (Chapter 2 for context-free grammars, Chapter 3 for pushdown automata and
Chapter 4 for properties of context-free languages), one chapter on the application (Chapter
4, for SLR parsing), considerations about the formalization process (Chapter 5) and ends with
conclusions and future work in Chapter 6. We will not discuss or review on topics that do not
have a correspondence with our own work (such as, for example, GNF and parsing).

Chapter 1 presents a concise yet very nice introduction to automated reasoning, theorem
provers and the nature and scope of her work. She answers to interesting questions posed by
herself, such such as What makes a good theorem prover?, What are theorem provers good
for? and So how good are the theorem provers with reasoning? before making a very short
introduction to HOL4 and then presenting the importance and scope of the work. For the
scope, besides the items listed in Table 6.3, it should also be credited with the formalization of
closure properties of CFLs under homomorphic substitution and inverse homomorphism, and
the application of the theory in parser verification. The text of the thesis is incorrect, however, by

stating that closure under intesection is also formalized (page 13), since it has been proved that
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CFLs are not closed under this operator (SUDKAMP, 2006). As expected, no formalization for
it exists in Chapter 4.

Chapters 2, 3 and 4 follow strictly the textbook by Hopcroft and Ullman (respectively
Chapter 4, 5 and 6 of Hopcroft and Ullman (1979), and lemmas and theorem numbers of the
book are explicitly referred to in the thesis.

Her statement about the objectives of the work coincides with ours:

“The main contribution of this thesis is the infrastructure: definitions and proofs
relating to context-free grammars and pushdown automata. These well-established
fields are traditionally ignored as a possible subject for mechanisation. In some sense
the proofs are seen as too well-understood to justify the large effort formalisation
requires. On the contrary, the formalisation of these theories is vital because they
form the basis for further works such as compiler proofs. The importance of CFGs
in their many forms goes beyond their use in compiler theory. They are increasingly

being used in problems such as pattern matching and natural language processing.

The other area our work addresses is the goal of proof certification. In order for
theorem provers to be used more extensively for guaranteeing proof correctness in
various fields, we need to provide an extensive background of theories so that further

automation efforts can start at a higher level of abstraction.”

We are happy to know this, specially when she mentions that such a work can have an
impact in increasing the usage of proof assistants by making a new theory available.

Chapter 2 presents the definitions and main results related to context-free grammar
simplification and normalization. A symbol can be of two different types (non-terminals and
terminals), a rule pairs a non-terminal symbol and a list of non-terminal and terminal symbols
(respectively the left and right-hand side of a rule) and a grammar is a list of rules paired with a
non-teminal symbol (the start symbolf of the grammar).

Thus, the definitions used by Barthwal are quite similar to the ones used on our work,
except for the fact that she uses lists and our approach is declarative (using the sort Prop). This
eliminates the need for proving the finiteness of the sets X, N and P, something that we had to
consider. On the other hand, she parametrizes these definitions over the types of the non-terminal
and terminal symbol types, just as we did.

Following the natural order, Barthwal introduces a definition for predicate derives. It
is very similar to our own, except for the fact that we used a constructor (derives_step) to
obtain the closure of the operation, while she only defines a direct derivation (application of a
single rule) and then uses a closure operator of the HOL4 system to obtain non-trivial derivations.
After a few more definitions (such as the language defined by a grammar, leftmost derivation
etc), she starts the discussion of grammar simplification.

By using a terminology the is different from our case, she first presents the elimination of

useless symbols as a combination of “non-generating” (“useless” in our case) and non-reachable
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(“inaccessible in our case) symbols elimination. In both cases, the main result comes from
theorems that assert the equivalence of the languages generated by the original grammar and the
grammar without non-generating (or non-reachable) symbols. For grammar construction, the
start symbol is the same and the rules are obtained by appropriate transformations that identify
and select the rules of the final grammar. The elimination of empty and unit rules follows a

similar strategy.

The whole simplification is presented very concisely in only 5 pages, and is restricted
to the ways that the modified grammars are constructed, and also the statements that assert
the preservation of the original language after the transformations are applied. There is no
discussion about the proof strategies that were used to confirm the validity of these statements.
The construction methods are similar to the ones that we have used, except that Barthwal requires
that the grammar to have empty rules eliminated can not generate the empty string. This has
the impact that the Chomsky normalization will only be possible for grammars in the same
situation. This is something that we considered from the beginning, and is thus acceptable in our
formalization. Also, we did not find any comments about the order in which these transformations
can be applied, which, if not well selected, can surely result in grammars that do not satisfy all

conditions of the simplification.

For the Chomsky Normal Form, the author starts from the original transformation
algorithm of the textbook, which is first represented in HOL4 and then proved to be correct. The
algorithm works in two steps, first by substituting terminals by new non-terminals, and then by
splitting the rules with three or more symbols in the right-hand side. As mentioned before, the
formalization has the drawback that the original grammar can not generate the empty string. This
approach is radically different from the one we have used, which uses an inductive definition to
simultaneously state all the rules that belong to the new grammar. The transformation algorithm
is not explicit in our case and is, in a certain way, deeply hidden in this definition. While her
approach is clearly constructive, based in classical textbook proofs, ours is essentially declarative
and, because of this, original and, in our opinion, more elegant.

As a preparation to the Pumping Lemma, the author discusses the importance of generic
parse trees (not necessarily binary) and formalizes its definition and some properties. Also, the
relationship between valid parse trees and derivations in a grammar, and the notion of subtrees
along with some functions.

For the Pumping Lemma itself, the strategy adopted in the proof is the same as ours.
She uses the classical statement, however considering that the grammar is already in CNF,
which means that the proof is valid only for grammars that do not generate the empty string. In
comparison, our statement accepts any context-free grammar, we have an aditional clause to
the statement (which is not present in the classical statement) and we also proof an alternative
version of lemma (using a smaller value of n). Basically, she proceeds by showng that sufficiently
long sentences have parse trees with a repeated non-terminal in some path, and then by showing

that a subtree can be “pumped” in a way that the statement can be proved. She ends with some
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brief considerations about the complexity of the formalization in comparison to the informal
proof. Still, the proof presented in the thesis is concise, using a mixture of informal arguments
and HOL lemmas previously introduced.

Two errors were found, respectively in page 73 (“if |z| is larger than 2¥ should read
“if |z| is larger than or equal to 2¥””) and page 75 (“Since we pick z that is sufficiently long, i.e.
|z| > 21 should read “Since we pick z that is sufficiently long, i.e. |z| > 2¥”). Of course the
statement of page 75 is also correct if |z| > 28~! + 1 is used instead of |z| > 2%, but this does not
seem to be the intention of the author (this corresponds, however, to the second version of the PL
formalized in our work).

The use of generic parse trees in the proof and CNF grammars in the statement of the PL
comes probably from the fact that they are also used in the SLR parser verification. Otherwise,
as in our case, the simpler binary trees would suffice.

For closure properties, she starts with an interesting and useful discussion about changing
the names of the non-terminal symbols in a grammar, in such a way that the language generated
is preserved. This result, which involves the formalization of the procedure and a proof of its
correctness, is important since it allows any two context-free grammars to be combined by a
closure operator, while ensuring that there will be no name space collision. In contrast, our work
does not offer a solution for this problem yet. Despite the fact that the types of the non-terminal
symbols are defined independently, Coq does not permit that constructors (the values of our
non-terminals) have the same name in different type definitions. For this reason, this is something
that needs to be worked out in the future.

The construction of grammars for closure under union, concatenation and Kleene star is
very similar to ours, as well as the proofs of their correctness and completeness. The presentation
is however short (less than a page per operator) and there is no discussion about language closure
(as in our work), only grammar closure.

Besides the formalization itself, another major contribution of this work are the consider-
ations about the nature and causes of the complexity involved in the formalization of informal

(textbook) proofs. As Barthwal states in the introduction:

“Our main impetus with this work was to investigate the difficulties of formalisation

and verification.”

The result is the long, deep and insightful discussion presented in Chapter 6. She starts by
assessing the subject of readability versus executability, curiosly with an example similar to the
one we have used in Section 6.11.3 (the definition of the predicate empt y in our formalization
and the definition of the predicate nullable in her work). After that she addresses some other
design choices, with special emphasis to the proof of the Pumping Lemma, which resulted first
in a very long and complex proof using derivation lists (equivalent to our sf11ist predicate)
and finally in a second and much simpler proof using trees (with about one fifth of the size). This,

in a certain way, supports our decision of using trees as well. Another interesting discussion is
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the one about using lists instead of sets for representing the rules of a grammar, as it avoided the
necessity of making various finiteness proofs (which we had to do since we have not used lists
for this purpose).

The thesis is full of references to the complexity of the formalization activity, to the
insights and great number of details that have to be added to textbook proofs and to the way that
formal proofs expand in size very rapidly, an impression that we share by making ours her own

words:

“To a person who is not from a theorem proving background, it may seem that the
ratio of number of supporting lemmas to proofs is very high. This is typical of the

automation process.”

Coq and HOL share many characteristics in common, in particular both are typed systems
that use higher order logics. Coq, however, is based on the very powerful Calculus of Inductive
Constructions (and thus supports constructive logic) and includes dependent types, a feature
that is not offered by HOL. HOL uses classical higher-order logic with axioms of infinity,
extensionality and choice, and is based on simply typed lambda-calculus with polymorphic
type variables. Both systems follow the LCF approach, a set of ideas about the design of proof
assistants with the objective of assuring a high level of confidence in their operation (ZAMMIT,
1997; WIEDIJK, 2006).

In summary, despite the differences between the logics of Coq and HOL4, we find
many similarities in the more important definitions and the main proof strategies used in both
works. The differences perceived, on the other hand, are very enlightening and can be mutually
benefitial. The two works can, nevertheless, be considered as important contributions to the area

of mathematical formalization and to the communities of users of both proof assistants.

Denis Firsov

Denis Firsov is a PhD student at the Institute of Cybernetics at Tallinn University of
Technology (TUT) in Estonia, under the supervision of professor Tarmo Uustalu. Together,
they have published on certified parser generation for regular languages (FIRSOV; UUSTALU,
2013), certified CYK parser generation for context-free languages (FIRSOV; UUSTALU, 2014)
and certified Chomsky normalization of context-free grammars (FIRSOV; UUSTALU, 2015).
All results were obtained with the Agda proof assistant. We will focus our discussion on their
work on the normalization of context-free grammars, since the other results are not in direct
relationship to our work.

The work consists of a constructive formalization of the fact that every context-free
grammar can be transformed into an equivalent one that is normalized according to the Chomsky
Normal Form. The transformation is accomplished in four steps, namely (i) elimination of empty

rules, (i1) elimination of unit rules, (ii1) splitting the rules with three or more symbols in the
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right-hand side and (iv) substituting terminals by non-terminals. The authors have not considered
the elimination of useless (or non-generating) and inaccessible (or non-reachable) symbols in
their formalization (differently from what we and Barthwal have done), since this is not a strict
requirement for obtaining a CNF grammar.

For 3 out of the 4 steps, the authors have followed the classical algorithms of the textbook
by Hopcroft and Ullman (HOPCROFT; ULLMAN, 1979).

Differently from the work of Barthwal, and similar to ours, the formalization works on
any grammar, including those that generate the empty string. Also, the authors mention the
necessity of making the transformations in a certain order, so as to ensure that the correct result
is obtained. The constructive nature of the formalization, in combination to the possibility of
extracting computer code from the proofs in Agda, makes it possible to obtain certified (total)
functions that convert parse trees from the original grammar into parse trees of the CNF grammar,
and vice-versa. This is an importan result, and the authors claim that it can be used with their
previous work on certified CYK parsing of context-free languages (which requires the input
grammar to be in CNF), among other possibilities. The same transformation steps have been
formalized in our work (and also Barthwal’s), however without any kind of code extraction.

The definitions of the non-terminal and terminal symbols, rules and grammars are exactly
as in the work of Barthwal: a type defines the set of non-terminal symbols, another type the
set of terminal symbols, a rule is a pair of a non-terminal symbol and a list of non-terminal
and/or terminal symbols, and a grammar is a list of rules together with a non-terminal symbol.
Besides this, the authors define the (mutually inductive type) of a generic tree, used to represent
derivations in the grammars.

Working with lists demands that the types of the elements used in these lists be decidable.
For this reason, the authors explicitly require that the types of the non-terminal and terminal
symbols have a decidable equality. This requirement was not necessary in our formalization,
except in the proof of the pigeonhole principle used in the proof of the Pumping Lemma. Anyway,
we have plans to eliminate this requirement in the future as well.

For the elimination of empty rules, the authors start by constructively defining the notion
of a nullable symbol (one that derives the empty string), proceed by showing how to generate
all subsequences from a given sequence of symbols (by eliminating combinations of nullable
symbols), and then how to use these in order to build the new set of rules. Next they prove,
by induction on the height of the derivation tree of the normalized grammar, that it has a
corresponding derivation tree in the original grammar. For the converse, they prove, also by
induction of the height of the tree, that a parse tree of a non-empty string in the original grammar
can be converted to a parse tree in the normalized grammar. For the elimination of unit rules,
the proofs are also on the height of the corresponding derivation trees, and uses a description of
how unit rules with a particular right-hand side (formed by a single non-terminal symbol) can be
eliminated.

For the splitting of long (> 2) right-hand sides and substitution of terminal symbols, the
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authors first define a function that creates fresh new non-terminal symbols, then use it in the
function that splits long rules into an equivalent set of rules and finally apply the transformation
that substitutes the terminal symbols, resulting in the final set of rules of the new grammar.
Correctness proofs assert the the new grammar is in CNF and also relate derivation trees in the
normalized grammar to derivation trees in the original grammar.

The paper ends by discussing the correct order in which the transformations must be
applied and presenting proofs of correctness and completeness form the their combination.
The correct sequence should start with the elimination of empty rules and continue with the
elimination of unit rules (since the first can introduce unit rules, but not the other way around)
as the authors explain in the text of Section 6.1. However, the representation on Agda of this
sequence of transformations is incorrectly printed in the same section as norm = norm-u
o norm—e o norm-t o norm-1, where it should be norm = norm-e o norm-u o
norm-t o norm-1 (norm-e is the function used in the elimination of empty rules, norm—u
is for unit rules, norm-1 is for long right-hand sides and norm-t for terminals).

The logic of Agda is much closer to Coq than HOL. Both are typed (and allow the defini-
tion of dependent types), use a higher order logic and support a constructive logic (WIEDIJK,
2006). The work discussed in this section is essentially constructive, with functions making the
transformations required on lists and lists of lists. The proofs are then based on the definitions
of these functions and trees. This approach is radically different from the one we have used
in our own work where, despite being in a constrcuttive setting as well, we used a much more
declarative approach towards the transformations, which affected the way that the proofs were
created.

When comparing their work to Barthwal’s, the authors mention that in the latter case the
use of a non-constructive logic “gave the advantage of the power of extensional and classical
reasoning, but also the significant drawback that it did not deliver actual functions for normalizing
grammars or converting parse trees between grammars”. The comparison to our own work would
probably be that, although working in a constructive logic and using a powerful and very
expressive logic, we did not take advantage of this in our formalization in order to obtain certified
functions that implement the transformations. We agree and have indeed already discussed this
topic before (Section 6.11.3), besides considering it for future work (Section 7.2).

Except for his manifested interest in “algorithms, mathematically certified software, type
theory and semantics of programming languages” (taken from his home page <http://cs.ioc.
ee/~denis/>), there is no further information as to whether the papers published by Firsov and
Uustalu are part of Firsov’s PhD project under development, as well as about the nature of the

thesis.


http://cs.ioc.ee/~denis/
http://cs.ioc.ee/~denis/
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Conclusions and Further Work

The present work describes the formalization of an important subset of context-free
language theory in the Coq proof assistant. To achieve this, several steps had to be fulfilled,
including (i) understanding of the characteristics, importance and benefits of mathematical for-
malization, specially in computer science, (ii) familiarization with the underlying mathematical
theories, (iii) familiarization with the Coq proof assistant, (iv) review of the strategies used in
the proofs of the main results of the context-free language theory and finally (iv) selection and
adequation of representation and proof strategies in the Coq proof assistant in order the achieve
the desired objectives. The result is an important set of libraries covering the main results of
context-language theory, with more than 500 lemmas and theorems fully proved and checked.

This work is in line with the growing importance of formal developments in both
theoretical and technological environments, and reflects the current trend in both mathematics
and computer science towards formalization using interactive theorem provers. In this sense,
it represents an important initiative in creating a local culture of a rigorous approach to doing
mathematics and software development.

Besides the main contributions discussed in Section 7.1, it is expected that the present
work will attract the attention of students, researchers and professionals that can benefit form the
authors’ acumulated expertise, and will contribute to the further development and application
of our formalization in different areas of knowledge. The final benefits of this work, which has
applications in mathematical formalization and certified software development, are less errors,
increased rigor and faster verification of mathematical proofs, and increased safety, increased user
satisfaction and higher quality in general in software development. Plans for future developments

over the current framework are discussed in Section 7.2.

7.1 Contributions

The result of this work is the creation of a set of libraries with context-free language
theory definitions, lemmas, theorems and related machine-checked proofs. They can be used for

a variety of purposes, including to get a deeper understanding of the nature of the proofs for the
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main results of the theory, to obtain certified executable programs for some of the operations
included in this work, to further develop the theory including objects not considered to this point,
and to teach and experiment with formal language theory, proof theory, proof assistants and logic
in general.

The present work represents a relevant achievement in the areas of formal language
theory and mathematical formalization. As explained in Chapter 4, there is no record that the
author is aware of, of a project with a similar scope in the Coq proof assistant covering the
formalization of context-free language theory (there is, however, the formalization in HOL4 of
Norrish and Barthwal, which extends the scope of the present work). The results published so
far are restricted to parser certification and theoretical results in proof assistants other than Coq.
This is not the case, however, for regular language theory, and in a certain sense the present work
can be considered as an initiative that complements and extends that work with the objective of
offering a complete framework for reasoning with the two most popular and important, from the
practical point of view, language classes. It is also relevant from the mathematical perspective,
since there is a clear trend towards increased and widespread usage of interactive proof assistants
and the construction of libraries for fundamental theories.

Besides the libraries that are the more visible result of this work, there are other important
contributions directly related to expertise on interactive theorem proving acquired during the

development period:

n Pioneering
The conclusion of this work represents three important achievements: (i) it is the first
formalization of a coherent and complete subset of context-free language theory in
the Coq proof assistant; (ii) it is the first formalization ever (in Coq) and the second
formalization ever (in any proof assistant) of the Pumping Lemma for context-free
languages (the first is from 2010 in HOL4, see Section 6.11), perhaps the most
important result in this theory and (iii) it is the second comprehensive formalization
of an important subset of the context-free language theory in any proof assistant (after
Norrish and Barthwal’s). More important, we bring formalization into an area which

has relied so far mostly in informal arguments.

» Reasoning about context-free language theory
The present formalization can be very helpful to get insight into the nature and
behaviour of the objects of context-free language theory, as well on the proofs of
their properties. Also, it should ease the development of representations for new and
similar devices, and proofs for new results of the theory. Finally, the formalization
represents the guarantee that the proofs are correct and that the remaining errors
in the informal demonstrations, if any, could finally and definitely be reviewed and

corrected.

n Learning and experimenting in an educational environment
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Teachers, students and professionals can use the formalization to learn and exper-
iment with the objects and concepts of context-free language theory in a software
laboratory, where further practical observations and developments could be done
independently. Also, the material could be deployed as the basis for a course on the
theoretical foundations of computing, exploring simultaneously or independently
not only language theory, but also logic, proof theory, type theory and models of
computation. It could also serve as the basis for a course on formal mathematics,

interactive theorem provers and Coq.

n New projects and theories
The essence of formalization comes into light with the accomplishment of this project.
This enables the application of similar principles to the formalization of other theories,
and allow for the multiplication of the knowledge among students and colleagues.
Considering the growing interest in formalization in recent years, this project can be
considered as a good technical preparation for dealing with the challenges of theory

and computer program developments of the future.

7.2 Further Work

The perspectives for the further development of this work are diverse and can be grouped
in three differente areas: inclusion of new devices and results, code extraction and general

enhancements of the libraries, all of which area discussed in the following sections.

7.2.1 New Devices and Results

Although extensive, the current formalization encompasses only, as pointed out before,
context-free grammars and the main results of the theory that relate directly to them. Other
devices and results that were not considered in this work, but whose formalization would
definitely contribute to the constitution of a compehensive logical framework for context-free

language theory, are:

s Pushdown automata, including: definition, equivalence of pushdown automata and
context-free grammars; equivalence of empty stack and final state acceptance criteria;

non-equivalence of the deterministic and the non-deterministic models;
= Elimination of left recursion in context-free grammars and Greibach Normal Form;
= Derivation trees, ambiguity and inherent ambiguity;

= Decidable problems for context-free languages (membership, emptyness and finite-

ness for example);
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» Odgen’s Lemma.

Context-free grammars are a popular device for defining context-free languages, however
not the only one and not the most adequate for all cases. It is therefore natural to plan for the
formalization of other representations, specially the pushdown automata with the two different
acceptance criteria (empty stack and final state). Besides the formalization of the pushdown
automata itself, and the notions of configuration and movement, this effort should be capable of
proving the equivalence of context-free grammars and pushdown automata in respect to the class
of languages that they are capable or defining. In particular, that every context-free language can
be defined either by a context-free grammar or a pushdown automata, and also that from one
representation it is always possibile to obtain the other. The equivalence of the acceptance criteira
and the non-equivalence of the deterministic and the non-deterministic models are important
results that should be achieved as well.

The current work formalizes only the Chomsky Normal Form. Another important and
well-known normal form for context-free grammars is the Greibach Normal Form, which in
turn depends on the fact that context-free languages can be generated by context-free grammars
without left recursions (that is, the grammar contains no non-terminal symbols X such that
X =7 Xy). Both results should be achieved and fit naturally in this formalization.

Derivation trees are represented in the current formalization, however only in the form of
binary trees for Chomsy Normal Form grammars (bt ree). It would be desirable to formalize
generic derivation trees (trees whose nodes could have any number of children), to state the
equivalence of derivation trees and derivation sequences (as represented by predicate derives),
to formalize the idea of an ambiguous grammar (the one for which at least one sentence of the
language generated by it has two or more different derivation trees) and also the notion of an
inherently ambiguous context-free language (the one for which all context-free grammars are
ambiguous).

With the previous results formalized, it should not be difficult to prove some decidable
problems for context-free languages, among them the membership problem (it is always possible
to determine if a string belongs to the language generated by a context-free grammar), the
emptyness problem (it is always possible to check whether the language generated by a context-
free grammar is empty) and also the finiteness problem (it is always possible to check whether
the language generated by a context-free grammar is finite).

The Pumping Lemma for context-free languages is not sufficient to precisely define a
context-free language, since many non context-free languages also satisfy the property. Ogden’s
Lemma (HOPCROFT; ULLMAN, 1979), on the other hand, is a stronger version of the Pumping
Lemma and, although also not sufficient to fully characterize the context-free languages, can
be used to prove that certain languages are not context-free, where the traditional Pumping
Lemma fails. It can be shown that the Pumping Lemma is a special case of Ogden’s Lemma, and
therefore it is natural to consider the formalization of this lemma as a result to be pursued in the

future, in the scope of the present work.
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Although there is a lot of effort in each of these formalization topics, it is also a fact that
the acquired experience, together with the current framework, should somehow ease the task.
This is, specially, a consequence of the similarities between some definitions (for example, the
rules of a grammar and the transitions of a pushdown automata) and also of the extensive library

of generic lemmas on context-free language theory and lists that has already been completed.

7.2.2 Code Extraction

Most of this work could be adapted in order to obtain certified (that is, provably correct)
programs that implement the operations that were considered in it. Namely, the certified
construction of programs that execute the union, concatenation and Kleene star of gramars and
languages, the simplification of grammars and the conversion to CNF grammars, all of which are
of high interest in academy and industry, could be obtained with some efffort. For this purpose,
the code extraction facility of Coq could be used after the formalization had been modified in a
proper way. This could be achieved mainly by using a less declarative and more constructive
approach which, as seen before, produces a formalization with higher computational content
and is thus more suited for code extraction. Constructive efficient specifications, however, imply
higher complexity of proofs.

Besides that, code extraction finds an important application when it comes to the parsing
of context-free languages and compiler construction in general. The implementation of certified
parsers (that is, parsers that have been proved to strictly follow some formal language description,
such as a grammar or an automaton) is an area of active research and some remarkable results
have already been obtained (see Chapter 4). Thus, the present work could also evolve into this
area, since the already constructed framework can be modified to accomodate new developments

in this direction.

7.2.3 General Enhancements

The size and complexity of this development call for a long a detailed review of its

contents, with the objective of:

s Creating a naming policy that can be used rename the various objects and better

identify their nature and intended use;

Eliminating unnecessary definitions and lemmas;

Making a better grouping of related objetcs and thus a better structuring of the whole

formalization;

Simplifying some proof scripts;

» Commenting the scripts in order to provide a better understanding of their nature.
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Besides that, the following improvements of the formalization are also welcome:

= Substitution of the classical logic proof of the pigeonhole principle (lemma pigeon
in library pigeon.v) for a constructive version, thus making the whole formalization

constructive;

= Rewriting of the contents of the trees.v library, in order to allow that all definitions
and results be parametrized on any two types, one for the leafs and the other for the
internal nodes of a bt ree (a binary tree). As it is currently, leafs and internal nodes
must be, respectively, of types terminal and non_terminal. This change
would permit the true generalization of the results included in the library, which

might as well serve for different applications demanding the use of binary trees.

These are time consuming tasks that could not, unfortunately, due to time restrictions, be
properly conducted over the formalization period. Nevertheless, they are of great importance
as they will create the basis for its continued development, allowing for a better understanding,
maintenance and evolution of its contents, in particular for those described in the previous
sections.

Finally, it is important to note that the present formalization was created using plain Coq
and its standard libraries. The SSReflect extension for Coq, developed during the formalization
of the Four Color Theorem in 2004, and used extensively in it, has since then gained general
acceptance and widespread use. Built on top of Coq, it introduces a slightly different notation
and a very new and different way of constructing proofs. Exploring the principle known as proof
by reflection, SSReflect allows the construction of shorter, simpler and more intuitive proofs that
rely extensively on computation. Also, SSReflect is accompanied by a new set of libraries, the
Mathematical Components Library, which represents a big improvement over the corresponding
libraries of Coq. Thus, it is natural to consider the possibility of reviewing and rewriting the
whole formalization with the idea of exploring the benefits of SSReflect and the Mathematical

Components Library.
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Formal Mathematics

The objective of the appendix is to discuss in some detail what formal mathematics is
and how it can be used. This way we will gather the necessary conditions to understand the
mathematical framework upon which the Coq proof assistant is built, as well as its full potential
(in Appendix B), and finally the formalization that is the object of this work.

Common sense considers that mathematics is per se a formal system, with formal (i.e.
complete and non-ambiguous) languages to describe the entities and properties of our theories,
as well as formal reasoning and computation rules that leave no room for misinterpretation nor
allow for inconsistencies.

This is not always true, however. Indeed, most of mathematics that has been developed
up to the present days still relies on informal notations and reasoning/computation rules that
have a negative impact in both human-human communication and, recently, also restrict human-
machine communication. Besides this, as more and more is learned about mathematics and more
widespread is its use in virtually all areas of human knowledge, the length and complexity of
demonstrations is increasing, making it a very difficult task for a human being to develop and
check a proof with its own resources and capabilities alone.

In this cenario, mathematical formalization is an important approach that promises a
definite solution for these problems, while still opening new possibilities for mathematicians and
computer scientists.

The essence and importance of mathematical formalization is summarized by John

Harrison in Harrison (1996),

“Mathematics is generally regarded as the exact subject par excellence. But the
language commonly used by mathematicians (in papers, monographs, and even
textbooks) can be remarkably vague; perhaps not when compared with everyday
speech but certainly when compared with the language used by practitioners of other
intellectual disciplines such as the natural sciences or philosophy...

The formalization of mathematics addresses both these questions, precision and
correctness. By formalization we mean expressing mathematics, both statements

and proofs, in a (usually small and simple) formal language with strict rules of
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grammar and unambiguous semantics. The latter point bears repeating: just writing
something in a symbolic language is not sufficient for formality if the semantics of
that language is ill-defined...

In formalizing mathematics, we must rephrase informal constructs in terms of formal

ones, which is merely an extreme case of defining non-rigorous concepts rigorously.”

In other words, he praises the simplicity and the rigor of the language in which mathe-

matical reasoning happens, and remembers us that this is not the case in common mathematical

practice. For this reason, formal mathematics has emerged as an area of knowledge whose

objective is to establish simple, precise and non-ambiguous reasoning and computation rules that

can be used by humans, with the aid of computers, in order to develop and check proofs with

higher confidence, in shorter periods of time, thus increasing productivity and the capability of

dealing with higher complexity matters.

Formalization is, according to Freek Wiedjjk (WIEDIJK, 2008), “computer encoded

mathematics”. A formal proof is, in John Harrison’s words (HARRISON, 2008):

“a proof written in a precise artificial language that admits only a fixed repertoire
of stylized steps. This formal language is usually designed so that there is a purely
mechanical process by which the correctness of a proof in the language can be

verified”

Formal mathematics is, thus, mathematics that can be mechanically checked. Among its

main characteristics, when compared to traditional (or “informal’’) mathematics we find:

» The use of a uniform, simple and rigorous notation, which allows:

= the construction of complete, detailed and non-ambiguous proofs,
» the mechanical verification of proofs and

= some degree of proof automation.
These characteristics, in turn, lead to the following advantages:

= Greater confidence in proofs;
= Faster verification of proofs;
= Easier reuse of previous results;

s Enhanced communication between users and users and machines.

Formal mathematics is done on top of some formal theory, which in turn is composed

by a finite set of axioms and simple and intuitive inference rules that can be combined in order
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to express proofs and propositions. A formal proof is a sequence of axioms or application of
inference rules that assert the validity of a proposition.

It is thus necessary to establish the formal theory (or calculus) that will be used as the
basis for a formal mathematics activity. The formal theory used by the Coq proof assistant is
called “Calculus of Inductive Constructions”. It is a Type Theory that extends the Curry-Howard
Correspondence between terms of the Typed Lambda Calculus and proofs of natural deduction,
as well as between specifications (type expressions) and propositions.

The more fundamental theories on which this calculus is based are briefly reviewed
in the following sections, and have the final objective of making clear the semantics of the
languages and rules used by the Coq proof assistant. It is this calculus that allows that both
reasoning and computing be represented and can interact with each other in a mathematical
formalization, enabling the definition and manipulation of complex objects in the statement and
proof of complex propositions.

We start in Section A.1 with a presentation of the languages of propositional and predicate
logic, which are fundamental in the statement of the lemmas and theorems of our theory. We then
proceed to Section A.2 and show how a proposition can be proved using the simple technique of
Natural Deduction, under the Tarski interpretation.

Although seemingly unrelated to the previous topics, we make an introduction to the
Untyped Lambda Calculus in Section A.3. This is a very simple, elegant and powerful calculus
that is used to represent computable functions and to study their properties. Its expressive power,
however, leads to some inconsistencies that were fixed later in different ways, in particular by
the Type Theories.

By introducing the notion of type, and by assigning types to terms of the calculus, which
in turn lead to the idea of type checking, a Type Theory limits its expressiveness in terms of the
representation of general computation, but still retains enough power to be considered interesting
from the theoretical point of view. Due to its characteristics, type theories have even inspired the
design of modern programming languages. The results of incorporating types in the Untyped
Lambda Calculus resulted in a version known as the Typed Lambda Calculus, which is briefly
presented in Section A.4.

Returning to the logic domain, we introduce in Section A.5 the important notions of
constructivism and the BHK interpretation. The latter replaces the original idea of relating
propositions to truth values (known as Tarski interpretation) by the more interesting and useful
idea of relating propositions to proofs of their validity. The former enables the construction of
proofs that have computational content, an idea that is explored with great advantages by many
proof assistants, specially in computer science applications. Together, these notions represent
the modern status of logical reasoning.

We now have, on one side, proofs and propositions (Section A.1, Section A.2 and Sec-
tion A.5) and, in the other, terms and types (Section A.3 and Section A.4). It didnt take long

until it was observed that there were similarities in the syntactical structure of proofs (of Natural
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Deduction) and terms (of the Typed Lambda Calculus). More than that, between the correspond-
ing propositions and types. Because of this, this relationsip became the subject of deep study
by different researchers, leading finally to the so-called Curry-Howard Isomorphism introduced
in Section A.6. This opened up the possibility of relating and exploring the mechanisms of
reasoning and computing in a way that brought many benefits to the development of formal
proofs.

All these ideas were then collected and merged into the Calculus of Constructions (CC),
which because of this became a powerful reasoning system with computing capabilities. Later
extended with inductive definitions, it was renamed Calculus of Inductive Constructions (CIC)
and constitutes nowadays the formal theory on which the Coq proof assistant is built upon. Some
charateristics of this calculus are discussed in Section A.7.

Wiedijk explains why he considers formalization as one of the three most important
revolutions that mathematics has undergone in its whole history, along with the introduction
of the concepts of proof by the greeks in the 4th century and of rigor in the 19th century, and
provides a synthetic yet strong expression of its importance in our times. In his own words
(WIEDIJK, 2008):

“Most mathematicians are not aware that this third revolution already has happened,
and many probably will disagree that this revolution even is needed. However, in a
few centuries mathematicians will look back at our time as the time of this revolution.
In that future most mathematicians will not consider mathematics to be definitive

unless it has been fully formalized.”
John Harrison also notes, in the conclusion of Harrison (2008), that:

“The use of formal proofs in mathematics is a natural continuation of existing trends

towards greater rigor.”

There is no doubt that the activity of mathematical formalization is mature enough and
has reached a stage where robust proof assistants based on solid theories offer us a serious and
radically new way of doing mathematics, with many advantages. As pointed out by Wiedijk
and Harrison, this new era of mathematics has already started and will open up new horizons to

mathematicians and computer scientists.

A.1 Propositional and Predicate Logic

To start with, we need a logic to write down our lemmas and theorems in a precise and
unambiguous way. This same logic will then be used to reason about our statements in order to
try to construct proofs for them. Predicate logic is a logic that has many important characteristics,

including simplicity, expressiveness and widespread use, besides being a natural choice for
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expressing general propositions. For this reason, it lies as the fundamental theory on which most
interactive proof assistants are built upon.

As an example, the following lemma (included in the present formalization) is a formula
of the predicate logic that uses a predicate (derives), the universal quantifier (V) and the
connectives for conjunction (A) and implication (—) to express the fact that two independent
derivations in the same grammar (see Section 5.2) can be combined into a single derivation (g is
a context-free grammar, s1, s2, s3 and s4 are sentential forms of this grammar and ++ is an

operator for string concatenation):

V (g: cfgnon_terminal terminal)
V (sl s2s3s4:sf),

derives gsl s2 Aderives gs3s4 —+derives g(sl ++s3)(s2 ++s4)

The objective of this section is to introduce the syntax and semantics of predicate logic,
in order to enable the construction and interpretation of formulas like this, and thus allow
the statement of our theory as a collection of lemmas and theorems that need to be proved.
Eventually, this same logic will be used to represent program specifications, although this is not
the main focus of our work. Propositional logic is a simpler logic, and will be introduced first, as
a preparation for the presentation of predicate logic.

Considered by some the foundations of mathematics, and by others as a branch of
mathematics itself, logic is concerned, in general, with the representation and validation of
arguments. For this purpose, formal logic comes in different flavors, such as propositional logic
(whose sentences consist of variables grouped around a small set of connectives) and first-order
logic (whose sentences allow the use of the universal and the existential quantifiers in addition
to the connectives of propositional logic) (DALEN, 2008). Since mathematical theorems are
generally formulated as propositions, it is a natural choice to use the language of first-order logic
to express them formally.

“Classical logic™ refers to a logic where the law of the excluded middle is accepted. In
this kind of logic, every proposition is either true or false, even if there is no evidence of the
proposition being true nor evidence of the proposition being false.

“Intuitionistic logic”, on the other hand, originally conceived by Brouwer (BROUWER,
1975) and further developed by Heyting (HEYTING, 1930) and Gentzen (GENTZEN, 1935),
restricts classical logic by not allowing the use of the law of the excluded middle. In this logic,
for a proposition to be considered true or false there must exist a proof of one or the other. As
an example, in classical logic the proposition from complexity theory P = NP or P # NP is
valid, although it is not known, for the time being, whether either of the disjuncts is true or false.
Intuitionistic logic, on the contrary, does not consider this as a valid proposition, as no one yet
knows of a proof of either one of the disjuncts.

Although not all propositions that can be proved in classical logic can also be proved in
intuitionistic logic, the latter has the special property that from a proof one can effectively build

the object that confirms the validity of the proposition (the proof behaves like a kind of a recipe
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for building such object). For this reason, intuitionistic logic is also called “constructive” logic.
An important consequence of this is that computer programs can be extracted from constructive
proofs, and for this reason this logic is known for having “computational content”, a property
that, although being extensively investigated via continuations or negative translations, does not
naturally arise out of classical logic. It is of great interest in computer science and is briefly
discussed in Section A.S.

In the present context, propositions will mainly be used to state lemmas and theorems.
A secondary use will be to specify computer programs (for example, the properties of the
computation performed by a program, the relations between input and output data of a program
etc), in which case propositions will be called specifications or types. Both activities are indeed
equivalent, as prescribed by the Curry-Howard Correspondence (presented in Section A.6).
Nevertheless, programs must be built and theorems must be proved, and one important tool for
this comes from proof theory and is known as “Natural Deduction” (introduced in Section A.2).

A proposition is a formula that uses variables and logical connectives. The logic of
propositions is known as Propositional Logic. The formulas of this logic are defined by the

following rules:

formula ::= variable
L
T
(formula N formula)

(formula = formula)

|

|

|

| (formulaV formula)
|

| (formula < formula)
|

- formula)

variable ::= a|b|c|...
The logical connecives are:

= A: Conjunction (“and”);

V: Disjunction (“or”

= =: Implication (“if-then”);

& Bi-implication ((a < b) = (a = b) A (b = a)) (“if-and-only-if”);

—: Negation (ma=a = 1) (“not”).
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The semantics associated to these connectives, and to formulas is general, is not unique.
The traditional interpretation (due to Tarski) associates each variable with a true or a false value,
and then proceeds by inferring the value of the whole formula considering the application of a
“truth table” for each connective used in it. In this interpretation, for example, if a is true and b is
true, then a A b is true.

Propositional logic also use the following symbols, representing, respectively, the false

and the true propositions:

s | : False;

m [ True (T =1=1).

In general, a formula of propositional logic is considered true when all combinations of
values assigned to its arguments result in a true value after being evaluated by the truth tables of
the corresponding connectives. As an example, the formula a A b < b A a (which expresses the
commutativity of the connective A) can be proved true by considering all possibilities of values
assigned to a and b, as in Table A.1:

Table A.1: Proofof aAb < bAa

al| b |aNb|bNa|aNbsbAa
T T T T T
T L 1 1 T
LT 1 1 T
L] L 1 1 T

A different interpretation considers that a formula is true only if we can present a proof
of it (this corresponds to the BHK interpretation, introduced in Section A.5). For example, a A b
would only be considered true if we could show proofs that both a and b are true.

Some examples of formulas of propositional logic are:
n (a=b=c)= b= (a=70))
m (anb)= (bAa)
w (aV(anb))=a
» (a=b)=(-b=-a)

When the Propositional Logic is extended with quantifiers and predicates, it becomes

known as Predicate Logic and is defined as follows:
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formula ::= variable

1

T

pred_name (arg_list)
formula A formula)
formulaV formula)

formula = formula)

Vvariable . formula)

(
(
(
(formula < formula)
(
(
(

dvariable . formula)

pred_name = Py|P|P]...
arg_list = term|arg_list , term
term = fun_name (arg_list)|variable|constant
variable = a|b|c]|...
constant ::= col|cy|ca]...

The logical quantifiers:

= V: Universal quantifier (“for all”);

= J: Existential quantifier (“exists”).

are key in the characterization of Predicate Logic, as they enable reasoning on collections of
elements. The universal quantifier is used to make assertions over a (possibly infinite) collection
of values. For example, Vx.x = x. The existential quantifier, on the other hand, is useful in
asserting that some property is valid for some value of a larger collection. For example, Jy.y> = 4.

The introduction of these quantifiers creates the notions of bound and free variables. In
general, a bound variable is one who is in the scope of a name immediately to the right of some
quantifier. A free variable is a variable which is not bound. For example, x is bound in Vx.x = x
and y is free is Vx, (x = y) — (y = x). The notions of scope, bound and free variables, as well
methods for determining them, can be found in Dalen (2008). They are very similar, however, to

the equivalent notions of the Untyped Lambda Calculus, described in Section A.3.
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A predicate is a function that takes a number of arguments and returns a proposition.
Predicates are used to define properties that are shared by different objects. For example, prime
n is a predicate that asserts that number 7 is prime, as in prime 5. A predicate (also called a
parametrized proposition) represents a family of propositions.

In the previous grammar, variable represents logic variables, pred_name represents
different predicate names and arg_list represents a list of arguments (also called terms) which
are used in a function call or in a predicate instatiation. A term can contain nested function calls,
as well as variable and constant names, respectively represented by variable and constant.

The following are examples of correctly constructed formulas in predicate logic:

s Vab, (anb)= (bAa)
n Vi, x#A0=dy, xxy=1
s VX.R(x,x) = Vx.3y.R(x,y)

= Vo.R(f(x),¢(f(x)) = Vx.3y.R(f(x),y)

Now that we have the tools to state our lemmas and theorems, it will be necessary to
consider possible ways to prove that a formula is true. Since considering all possible value
assignments for the variables of a formula might not be feasible (considering the Tarski interpre-
tation), one should consider alternatives that make this task possible and easier. For this reason,

we introduce Natural Deduction in the following section.

A.2 Natural Deduction

Natural Deduction is a calculus for theorem proving and is part of Proof Theory. It uses
a small set of inference rules in order to find a logical path from some hypotheses (or none) to a
conclusion that needs to be proved. The reasoning steps used in this process (directly related to
the structure of the conclusion) are very simple and naturally related to common reasoning.

For each connective of the logic, the calculus presents an introduction and an elimination
rule that are part of its set of inference rules. The proof of a theorem (a formula of predicate
logic, generically referred to as a proposition) is a structured sequence of inference rules that
validate the conclusion from the axions and/or the hypotheses.

An inference rule is a rule that allows a conclusion from a set of premises. The premises
appear above an horizontal line, while the conclusion comes below the same line. The proof
itself is represented as a tree that shows all the primitive reasoning steps used (one for each
connective used in the formula) and how they transform the axioms and hypothesis into the
conclusion.

Natural Deduction was originally developed for propositional logic (GENTZEN, 1935)
and was later extended for predicate logic (PRAWITZ, 1965).
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The following are the inference rules for the implication connective (I stands for “Intro-
duction” and E stands for “Elimination”). It states that if a is a true proposition, and from it one

can conclude that b is also true, then it is true that a implies b:

[a]

b
a=b

(=1

Notation [a] is used to represent the fact that assumption a is no longer needed when the
proof of a = b is constructed, and for this reason it is discharged. In the following examples, the
brackets will be omitted when this is clear from the context.

The elimination rule for implication states that from a true premise one may infer that

the conclusion is also true:

a=b a
b

(= E)

The tree presented next illustrates the use of these rules to construct a proof of the
proposition (a = (b=c¢)) = (b= (a=¢)):

l[a= (b= c)] [a]
b= c SE
- (=)
_a=c =N
b= (a=c)
(=1

(a=b=rc)= b= (a=c))

The introduction rule for conjunction (A), presented next, states that two true propositions
make a new true proposition. For elimination, there are two rules: from a true conjunction it is

possible to conclude that the first proposition is true, and also that the second proposition is true.

(AE2)

The following tree illustrates the use of these rules in the proof of the proposition
(anb) = (bNa):

(AD)
bAa 1)
(anb) = (bNa)
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Introduction rules for the disjunction (V) come also in pair: they state that a true propo-
sition can be combined with any other proposition (not necessarily true) and the resulting

proposition will also be true.

b
aVvb

(VL)

The elimination rule for disjunction demands that some new proposition ¢ be true, in the
hypotheses that both a or b are true. Thus, the fact that a \V b is true can be substitued by the fact

that c is true, and the connective V becomes eliminated:

[a]  [b]

aVvb c c
c

(VE)

The following tree illustrates the use of these rules in the proof of the proposition
(aV(anb))=a:

la]  [aAD]
aV(aNb) a a "B
. (vE)
=1
(aV(anb))=a

Inference rule for false (L) exists only for elimination (ex-falso quodlibet). The interpre-

tation, in this case, is that from a false statement one may consider any proposition true:

— (LE)
a

As seen is Section A.1, negation (—) is just an abbreviation for implication to false.
Thus, the introduction and elimination rules for this connective are special cases of the rules
introduced before for the implication connective. The introduction rule, in particular, states
that if considering a proposition true leads to a false conclusion, then the proposition should be

considered false (and thus its negation true):

[a]

1
-a

(=1, same as = 1)

Negation elimination takes two contradictory propositions and uses implication elimina-

tion to prove absurd:
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a -a
(m E, same as = F)
L

The following tree illustrates the use of these rules in the proof of the proposition
(a=b)= (b= —-a):

(=E)
b - - b ()
= (=)
—— (=1
-b=-a (= 1)

(a=b)= (b= —q)

Inference rules for the universal quantifier (V) are presented next. The introduction rule
states that a proposition that contains a free variable can be generalized over all the values of this
variable. However, no undischarged assumption on which A(x) depends may contain x occurring

free:

A(x)

W
Vx.A(x) )

The elimination rule simply instantiates the generalisation by substituting the bound

variable by some value:

Vx.A(x)
————— (VE)
Alt/]

Finally, inference rules for the existential quantifier (J) are presented next. The introduc-
tion rule states that it is enough to prove the formula true for one value of an argument in order
to prove the existence of some value for this argument for which the formula is true:

Alt/x
.
Ix.A(x)

The elimination rule for the existential quantifier behaves in a similar way to the elimina-

tion of the disjunction: the proposition that can be inferred from the true proposition instantiated

for some value of the argument of the existential quantifier can be proved true directly.
[Alt /]

x.A(x) B

(3E)

In this case, B cannot have free variables introduced by A. The following tree illustrates

their use in the proof of the proposition Vx.R(x,x) = Vx.3y.R(x,y):
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Vx.R(x,x) “
R(x,x)
Jy.R(x,y)
Vx.3y.R(x,y)
(Vx.R(x,x) = (Vx.3y.R(x,y))

(3N
(V1)

(=1

It should be noted, in examples presented, that it was not necessary to assign values to
all variables of the formulas that were proved, and then to consider all possibile combinations
of these values in order to determine whether the proposition was true or not. This is the main
advantage of the Natural Deduction technique.

Natural Deduction is a simple and powerful tool for proving formulas of predicate logic.
However, it is just a more concise way for proving a formula, rather than having to make
extensive and complex valuations for the variables in it. It is, therefore, based in the Tarski
interpretation mentioned before, while our interest is in the BHK interpretation, since we follow
the constructive approach.

The BHK interpretation demands the ability to construct proofs for a formula, based on
the proofs (hopefully simpler) of its constituents. We are thus interested in relating a proof to
a formula (or proposition). This will be done in Section A.5, but will demand some important
concepts developed over the next two sections (Section A.3 and Section A.4). In these sections,
we will relate terms (or programs) to types (or specifications), and present results and notations
that will be extremely useful when relating proofs to propositions. The direct relationship
between all these concepts, and its impact for our theory, will be further discussed in Section A.6.
Natural Deduction will have a fundamental role in the establishment of this relationship.

The next section is about the Untyped Lambda Calculus, a system for representing
computable functions, widely used as a model of computation. Although not initially directly
related to our discussion of logic, it will later evolve into a model of our logic as well (in
Section A.4).

A.3 Untyped Lambda Calculus

The Untyped Lambda Calculus is a formal system used in the representation of com-
putations (HINDLEY; SELDIN, 2008). It is, thus, a model of computation, and is based on
the abstraction and application of functions, which are considered as higher order objects. This
means that functions can both be passed as arguments to other functions, and can also be returned
as values from function calls.

The so-called lambda language (CHURCH, 1936) is a notation for the representation of
lambda terms, which are then manipulated by the rules of the calculus. The power of the calculus
is related to the simplicity of the lambda language, which uses only two operators to represent all
computations. These are the function abstraction and the function application (call) operations.

The Lambda Calculus was invented by the American mathematician Alonzo Church in
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the 1930s (CHURCH, 1932; CHURCH, 1933; CHURCH, 1936) as a result of his research on the
foundations of mathematics. His objective, by then, was to formalize mathematics through the
use of “functions as rules” instead of the classical use of sets as in set theory. Although he did
not fulfill his objective, his work was of high importance to computer science, specially in the
theory, specification and implementation of computer programming languages (the functional
ones have a direct influence of it), representation of computable functions, computer program
verification and proof theory. The first undecidable mathematical problems ever proved to be
so in the scientific literature were formulated via the Untyped Lambda Calculus, even before
the invention of Turing machines, which became since then a preferred model for computability
research. The equivalence of the Untyped Lambda Calculus and the Turing machine was later
established by Turing (TURING, 1937).

A A-term (also known as lambda-expression) is inductively defined over a set of identi-

fiers {x,y,z,u,v...} that represent variables:

= A variable or a constant (also called “atom”) is a A-term;

» Application: if M and N are A-terms, then (MN) is a A-term; it represents the
application of M to N (a function call of M with argument N);

w Abstraction: if M is a A-term and x is a variable, then (Ax.M) is a A-term; it represents

the function that evaluates to M with parameter x;

The lambda language is composed of all A-terms that can be constructed over a certain set
of identifiers; it is a language with only two operators: application (function call) and abstraction

(function definition). It can be represented by the following grammar:

ulvlx|ylz|wl...
14

(TT)

(AV.T)

N 8NN <

5
N
o
BN

These are examples of A-terms:
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= (Ax.(yz))

Let P and Q be two A-terms. The relation P “occurs” in Q (or P is contained in Q, Q

contains P or P is a subterm of Q) is inductively defined as:

s P occurs in P;
» If P occurs in M or in N, then P occurs in (MN);

» If P occurs in M or P = x then P occurs in (Ax.M).

As an example, the only occurrence of xy in Axy.xy is (Ax.(Ay.( xy ))). The occurrences
~—

of uv in x(uv)(Au.v(uv))uv are ((((x(_uv ))(Au.(v(_uv ))))u)v). Finally, the term Au.u does
not occur in Au.uv because Au.uv = (Au.(uv)).
For a particular occurrence of Ax.M in P, M is called the “scope” of the Ax to its left.

For example, be P = (Ay.yx(Ax.y(Ay.z)x))vw. Then,
s The scope of the leftmost Ay is yx(Ax.y(Ay.z)x);
s The scope of Ax is y(Ay.z)x;
= The scope of the rightmost Ay is z.
The occurrence of a variable x in a term P is:

= “Bound” if it is in the scope of a Ax in P;
= “Bound and binding” if and only if it is the x in Ax;

s “Free” otherwise.

The set of all free variables of a term P is called FV (P).
For all M,N,x, [N/x|M is defined as the result of the substitution of all free occurrences
of x in M by N, together with the change of bound variables in case this is necessary in order to

avoid name collisions:
a. [N/x]Jx=N;

b. [N/x]a = a, for all atom a # x;

o

IN/x](PQ) = (IN/x]P[N/x]Q);
d. [N/x](Ax.P) = Ax.P;

[N/x|(Ay.P) = Ay.P,if x ¢ FV(P);

o

gl

[N/x|(Ay.P) = Ay.[N/x|P,ifx€ FV(P)ey ¢ FV(N);
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g. [N/x](Ay.P) = Az.[N/x|[z/y|P,ifx € FV(P)ey € FV(N).

In cases (e)-(g), y # x; in case (g), z is the first variable ¢ FV (NP).

Let P be a term that contains an occurrence of Ax.M and suppose that y ¢ FV(M). The
substitution of Ax.M by Ay.[y/x]M is called a-conversion in P. If P can be converted in Q by
means of a finite sequence of ¢-conversions, then P is ¢-convertible to Q, denoted P =4 Q.

A term of the form (Ax.M)N is called f-redex, and the corresponding term [N /x]M is
called its contractum. If a term P contains an occurence of (Ax.M)N and this is substituted
by [N/x|M, generating P’, we say that the redex occurrence in P was contracted and that P
B-contracts to P', denoted P >, P'. If a term P can be converted to term Q through a finite
number of B-reductions and a-conversions, we say that P 3-reduces to Q, denoted P I>g Q.

Example:

(Ax.(Ayyx)z)v >1p  [v/x]((Ayyx)z) = (Ay.yv)z
>ip [2/yl(wv) =2
A term Q that has no -redex is called a B-normal form. If a term P B-reduces to a term
Q in B-normal form, then we say that Q is the B-normal form of P.
A term P is “3-equal” or “-convertible” to term Q, denoted P =g Q, if and only if Q can

be obtained from P by a finite (possibile empty) sequence of -reductions, reverse -reductions

and a-conversions. That is, P =g Q if and only if exists F, ..., Py(n > 0) such that:
(Vi<n—1)(P,>1g Py1 or Pyi>igh or Pr=q Py,

PO EP,

P, = 0.

A A-term M is called weakly normalizable if it has a normal form. When all possible
reduction sequences that start with M have finite length, then M is called a strongly normalizable
term.

As an example, let us consider the A-term that represents an ordered pair of elements:
m pair == Ax.Ay.Az.zxy

If m and n are terms, then the pair (m, n) is represented by the A-term pair m n = Az.zmn.

The two projections of a pair are defined by the A-terms:
w first := Ap.(ptrue);
w second := Ap.(p false).

where frue and false, also known an “Church Booleans”, are the A-terms that represent, respec-

tively, the Boolean values true and false:
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m frue .= Ax.Ay.x

n false:= Ax.Ay.y

The fact that first (pair m n) has m as its normal form is the result of the following

sequence of reductions:

first (pairmn) = (Ap.ptrue)(Az.zmn)
>1p  [(Az.zmn)/p|(Ap.p true)
= (Az.zmn) frue
= (Az.zmn)(Ax.Ay.x)
> (Ax.Ay.x)mn
>1p m

Similarly, it can be shown that second (pair m n) > B .

The rules of computation in the lambda calculus are also very simple, and can be grouped
in a few cases. The idea of substitutions leads to the concept of reductions, which allows for
the transformation of terms into equivalent ones. These reductions represent computations, and
the equality of terms represents the equality of functions and values as we know from classical
mathematics. Thus, a lambda expression represents a program, in the sense that it embeds an
algorithm, takes arguments as inputs and produces a result. A reduction, on the other hand,
represents a computation step, a change in the state of a computation. The result of a computation
is represented by a term that can not be further reduced, and for this reason is called a “normal

form”. In summary:

LAMBDA EXPRESSION: Represents a program, an algorithm, a procedure to produce a result;

B-REDUCTION: Represents a computation, a passage from a program state no another, within

the process of generating a result;
NORMAL FORM: The result of a computation, a value that cannot be further simplified;

B-EQUALITY: Relation between programs that produce the same results.

The lambda language and the theory of lambda calculus is powerful enough to represent
data types as we know from programming languages, such as booleans and natural numbers, and
also to represent the operations usually applied to them. Thus, lambda expressions can be seen
as abstract representations of programs, with the same computational power one would expect
from them.

Despite the simplicity and elegance of the Untyped Lambda Calculus, it was proved that
equality of lambda terms can not be decided algorithmically (CHURCH, 1936). Also, it can not
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be decided if an untyped lambda term has a normal form or not. These results, discovered by
Church, were the first undecidable problems to be proved in history. They were also used to
prove the undecidability of first order predicate logic.

A more restricted version of the Untyped Lambda Calculus, the Typed Lambda Calculus
was later developed in order to incorporate the notion of types, with important consequences for

programming language design and Proof Theory. This calculus is the subject of the next section.

A.4 Typed Lambda Calculus

A Type Theory is a formal system that can be used to represent the foundations of
mathematics, as an alternative for the more traditional set theory. It makes extensive use of the
idea of types, which are abstract tags that are assigned to terms, specially those that are passed as
arguments to functions and those that are reurned by function calls. This way, type checking
can be performed on the terms constructed in such a theory, and this helps avoiding some of the
inconsistencies found in other base theories, such as set theory. The Typed Lambda Calculus of
Church, presented in this section, is itself a Type Theory, one of the first ones to be formulated.

Type Theory has its origins before Church, however. It was invented by Bertrand Russell
in the 1910s, as an attempt to fix the inconsistencies in set theory, as a consequence of Russell’s
Paradox stated in the beginning of the 20th century (“is the set composed of all sets that are not
members of themselves a member of itself?”). Since then, many different type theories have
been created, used and developed.

The Typed Lambda Calculus is a variant from the untyped version, with type tags
associated to the lambda terms (HINDLEY; SELDIN, 2008). Thus, all atomic elements have a
type, and the type of a lambda term can be inferred from the type of its subterms and atomic
elements. Types, in this case, are used to ensure that only arguments of the correct nature are
passed to functions, and that functions are used in a consistent way inside other functions. The
intention is to avoid inconsistencies and paradoxes, as they might occur in the Untyped Lambda
Calculus. Its was created by Church in 1940 (CHURCH, 1940).

In the Typed Lambda Calculus, variables have base types and abstractions and applica-
tions create new types accordingly. Types must match in order for lambda terms to be considered
well-formed. New types are obtained through the use of special inference rules, which in this
case are called typing rules. A typing rule has the same aspect of an inference rule (as discussed
in Section A.2), with the premises placed above an horizontal line and the conclusion placed
below it.

The Typed Lambda Calculus is a less powerful model of computation than the corre-
sponding untyped version, but offers type checking capabilities that can be used to ensure the
correct use of applications and abstractions. When applied to computer programming language
development, it leads to safer languages that can detect more errors, both statically and dy-

namically. Indeed, most of the safe languages used nowadays for computer programming take
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advantage of this type feature and implement it in different ways.

Differently from the Untyped Lambda Calculus, equality of lambda terms is decidable in
the typed version. Also, it is decidable if a term has a normal form or not. It can be checked,
for example, if two programs are equal (in the sense that they produce the same results for the
same inputs) and also if a program produces a result for a given input (in this case it is enough to
check if the corresponding expression reduces to a normal form).

It can also be proved that the set of all typed terms is strongly normalizable (HINDLEY;
SELDIN, 2008). Thus, the Typed Lambda Calculus (at least in its traditional form) can not
represent the class of partial recursive functions (i.e, the computable functions), but only a
subclass of them consisting of the total recursive functions. Still, it is a very powerful calculus
that can be used to model a large and important part of mathematics and computer sience. For
these reasons, there is a lot of interest in the use of the Typed Lambda Calculus as a model of
computation, despite being more restricted than the untyped version.

We present first, in Section A.4.1, the inference rules for the function type (represented
by the symbol —), which characterizes the so called Simply Typed Lambda Calculus. This
calculus is then extended with new types in Section A.4.2, thus making it more expressive and
easier to manipulate. Finally, the notion of a dependent product, which will considerably increase
the power of the Typed Lambda Calculus, is introduced in Section A.4.3.

In what follows, “computer programs” is a synonym for “lambda terms” (typed or
untyped, depending on the context), and “computation” means the application of a series of

reductions to a lambda term (idem).

A.4.1 Simply Typed Lambda Calculus

This calculus has only two rules. The first is the introduction rule (or function abstraction,
represented by — I). This rule states that, if in a context where variable x has type o, term ¢

(eventually depending on x) has type 7, then the function that maps x to ¢ has type o — T:

[x: O]

t: 7T
AxXCt:0—=7T

(=1

The notation (Ax°.t7)° 7 is also used to express the fact that the abstraction has type
o — 7. The second rule is the elimination rule (or function application, represented by — E),
and asserts that the type of the application of a function to an argument of the correct type

produces a result of the corresponding type:

f:0—7 a:.o

fa:t
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Notation (f°~%a%)" is also used to express the fact that fa has type 7.
A type inference tree is a structure that has the objective of determining if a term is
correctly type according to the rules of the system (in our present case, the two rules above), and

also its type. As an example, we present next the type inference tree for the term:

Ax.Ay.Az.xzy
[x:a— (b—c)] z: 4
(= E)
xz:b—c [v: D]
: (= E)
xZy: c
(=1
Az%xzy:(a—c)
(=1

AP Az xzy: (b — (a—c))
Ax= =) Avb X784 xzy i (a— (b —¢)) = (b— (a—¢))

(=1

As a result, it can be noted that types a — (b — ¢), b and a were associated, respectively,
to variables x, y and z, and also that the type of the term Ax.Ay.Az.xzy is well-formed and
corresponds to (a — (b —¢)) = (b — (a —¢)).

A.4.2 New Types and Terms

We now introduce the inference rules used to represent new types and terms, in addition
to the function type operator of Section A.4.1, and thus extend the Simply Typed Lambda
Calculus into a more expressive calculus. The new types include the Cartesian product type
(used to represent the logical conjunction), the disjoint union type (used to represent the logical
disjunction), the negation, and the universal and existential quantifiers.

The Cartesian product type (x) is a A-term that represents the pair formed by the

argument terms. Its introduction rule is:

xX:0 y:T

(x1)
COnjxy:o0XxXT

where:

m conj is a primitive term that represents the pair formed by terms x and y, conjxy =

(x, ).

The elimination rules have as conclusions A-terms that project the first and second

elements of the pair:
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The following is an example of a type inference tree for the function that exchanges the

positions of the elements in an ordered pair:
Axb conj(snd x)(fst x)

[x:axDb] [x:axb]

——— (XE) ———— (XE)
sndx:b fstx:a
conj(sndx)(fstx):bxa

Axb conj(sndx)(fstx): (axb) — (bxa)

(xI

(=)

The rules for the disjoint union type (represented by symbol +) are presented next. The
first ones are the introduction rules, which have as conclusions terms that correspond to pairs:

xX.0

inlx:o0+7

y:T

inry:o+7

where inl and inr are defined as:
w inl x= conj0x;

w inrx= conj 1 x;

2 0:= x4yl y: (d = d) —d— d;
o 1:=Ax 4 Ay xy: (d = d) —d—d.

where 0 and 1, also known an “Church Numerals”, are the A-terms that represent, respectively,
the numerals O and 1.
The elimination rule, presented below, is explained in the following paragraphs after

some introductory definitions:

frol 7]

p:o+7T q:u r:u
casep (Ax®.q) (Ay*.r):

(+E)

where case is defined as:
 (case u v w = if (zer0 (fst ) (v (snd ) (w (snd u)))

where zero is the function that tests if the argument is zero and evaluates to frue or false, and
if selects the second or third argument according the value of the first. In what follows, we

consider:
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mfrue = Ax* Ay x:a—a—a
w false:=Ax*Ay*y:a—a—a
and d = a — a — a. Thus, we have:
a 770 1= Ax\ 47D 2d=d x (v False) frue : (d —d) —d —d) — d
wif = Ax4 Ay A xyz:d —a—a—a

For example, the following reductions show that rrue and false are, respectively, the

normal forms for zero 0 and zero 1:

o0 = (Ax7D7 x(Ay! False) frue) (Ax 7! Ay y)
>1p (Ax d=d Ay y)(Ay? Ffalse) true
g Trie

zerol = (d=d)=d=d Ay False) frue)(Ax?74 Ay xy)

(Ax
>ig (Ax d=d 2y4 xy)(Ay® False) frue
(

>1p Ay? false) true

> false

Also, it is possible to show that (if frue m n) and (if false m n) reduce, respectively, to

m and n (if both m and n are of type a):

iftruiemn = (Ax? Ay Az%xyz)(Ax?.Ay".x) mn
> (Ax“Ay".x) mn
g m
if falsemn = (Ax®Ay"Az%xyz)(Ax*Ay".y) mn
>ig (AxTAy"y)mn

Dlﬁ n

Returning to rule +E, we can now make u = p, v = (Ax%.¢q) and w = (Ay*.r) and see

that the conclusion case p (Ax°.q) (Ay®.r) becomes:
if (zero (fst p))((Ax°.q) (snd p))((Ay*.r) (snd p)))

This term clearly states that the resulting term is a function application conditioned to
the value of the first element of p. If it is 0, then the second element of p is of type &, and so the
term that maps x to ¢ is used. Otherswise, the second element of p is of type 7, and so the term

that maps y to r is used. In both cases, the resulting term has type .
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As another example, the following is a type inference tree for the function that evaluates
to the element that is either the first element of the disjoint union or the first element of the

ordered pair that is the second element of the disjoint union:
Aptext) (case p (Ax x)(Ay**t Fsty))

[x:a] Ly:axb] (xE
p:a+(axb) x:a fsty:a
case p (Ax.x)(Ay*™ fsty) : a
Ap?t(axb) (case p (Ax*.x)(Ay**t Fsty)) : (a+(ax b)) = a

)

(+E)

(=)

False (represented by symbol L) has no introduction rule, and its eliminaton rule (ex-falso
quodlibet) is:
x: L
ALxt:P

(LE)

In this case, A_L.x" should not be interpreted as a regular A-term. Instead, it is just a
representaton for an arbitrary proof of P, which is obtained in the presence of an invalid context.
Negation type (represented by symbol —) has introduction and elimination rules that are

similar to those of the function type:

[x: P
fiL
—— (I, sameas =1)
AxP fmP
x:A y:—A
(mE,same as = E)
yx: L

The following is an example of a type inference tree for the function:

AxP Q77 Ay z(xy)

x:a—b] [v:d] G
xy:b [z:—b] o)
z(xy): L
PR ( ) (—=1)
y.z(xy) 1 —a o

A7 Ay z(xy) 1 =b — —a
Ax7P Q770 Ay z(xy) : (a — b) — (—b — —a)

(=1

The inference rules for the universal quantifier type (represented by symbol V) are:
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[x: D]

fiP@)
AxP.f :Vx:D.P(x)

This rule introduces the universal quantifier V as a new type. This type corresponds to

(V1)

the dependent product, which is discussed in more detail on Section A.4.3, and allows for the
construction of more general logic formulas. In particular, a term of this type is a function that
maps the argument of the function to a type that depends on the value of the argument. The
dependent product is a more general case of the arrow type, and can be reduced to a simple
function type (respectively implication) when the body of the function does not depend on the
argument.

The elimination rule corresponds to the application rule discussed before, and merely
instantiates the universal quantifier for some value ¢ with the correct type D, thus generating a
new type P(t):

t:D r:Vx:D.P(x)
rt: P(t)

The inference rules for the existential quantifier type (represented by symbol J) are presented

(VE)

next. The introduction rule has as conclusion a term that represents the pair formed by the
witness and the proof that this witness satisfies the property:
a:D  f(a):P(a)
conja f(a):3x: D.P(x)

The elimination rules use the two pair projections in order to independently retrieve the

@)

witness and the proof that the property holds for this witness:
t:3x:D.P(x)
fstt:D
t:3x:D.P(x)
snd t : P[fst t/x]

As a final example, we present the type inference tree for the term:

(3E1)

(3E2)

Ar™DREX) 24P conjt (rt)

[r:Vx:D.R(x,x)] [t : D]

[t: D] rt : R(z,t)

conjt (rt):3Jy:D.R(t,y)

AtP.conjt (rt):Vt:D.3y: D.R(t,y)

(=1)
Ar7DREX) 24D conjt (rt) :Vx: D.R(x,x) — V¥t :D.3y: D.R(t,y)

This example tells us that the term that was typed is a proof of the proposition Vx :
D.R(x,x) — Vt : D.3y : D.R(t,y).
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A.4.3 Dependent Product

A dependent product is a type of the form Vv : A, B, where A and B are types and v is a
bound variable whose scope covers B. Note that v can have free occurrences in B.

The product Vv : A, B is the type of the functions that map any v of type A to a term of
type B, where v may occur in B. This definition has the consequence that whenever v is not free
in B, then the type of the result is fixed (B). Otherwise, the type of the result depends on the
value of v. Thus, in the first case, Vv : A, B becomes the type A — B, the type of functions that
map A to B.

Also, according to the Curry-Howard Isomorphism (see Section A.6), the product Vv :
A, B can be interpreted as the type of the functions that map any proof of A to a proof of B, where
B depends on v. If B does not depend on v, then Vv : A, B reduces to a simple implication A = B,
and the function simply maps a proof of A to a proof of B.

The introduction rule for the dependent product is:

[v:A]

t:'B
MAL WA B

The Lam rules, introduced in the previous sections, are particular cases of this more

(VI)

general rule, in the case where B does not mention v.
As an example, suppose that x is a natural number and from it we can conclude that x < x.

Then, the introduction rule allows the generalization:

X . nat

H: x<x
Ax" H :Nx:nat,x < x

(V1)

The elimination rule for the dependent product is:

t:Vv:AB th:A
tltziB{tz/v}

Similarly, in the case that B does not mention v, all substitutions will return the same B

(VE)

as the result. This rule corresponds to the more general case of the App rules introduced in the
previous sections.
As an example, suppose we have a proof H of Vx : nat,x < x. Then, the elimination rule

asserts, for example that HS is a proof of 5 < 5:

H :Vx:nat,x <x 5 : nat
HS5:5<5

(VE)

Dependent products are used in many different situations and have very different applica-
tions, depending on the implementation. Coq, in particular, makes extensive use of it, and some

practical examples are presented in Section A.7.5.
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A.5 Constructivism and BHK

So far, we have discussed how to state lemmas and theorems as formulas of predicate
logic in Section A.1. Then, we introduced Natural Deduction in Section A.2 as a tool for proving
formulas of the predicate logic using the Tarski interpretation. In Section A.3 we introduced a
calculus for the representation of computable functions, which evolved in Section A.4 into a less
powerful however safer calculus with the same purpose. Also in Section A.4, we showed how
this calculus could be used to model parts of our predicate logic.

In the present section we will formally introduce the idea of a proof of a proposition, and
how proofs for complex formulas can be obtained from proofs of its constituents. Also, we will
discuss how this interpretation led to the idea of constructivism, an approach toward reasoning
that is of special interest to computer science.

A constructive (also called intuitionistic) type theory is a type theory that uses a construc-
tive (or intuitionistic) logic (THOMPSON, 1991). In a constructive logic, propositions are not
simply associated to true or false, as in the Tarski tradition. Instead, the BHK (Brouwer, Heyting
and Kolgomorov) interpretation is used, which asks for the proof of the validity of a statement.
In a constructive type theory, every true proposition must be accompanied by a corresponding
proof, and every logical connective used to build a new proposition is associated to an inference
rule that is used to build the proof of the new proposition. The proof must explain how to build
the object that validates the proposition. Thus, in a constructive logic, a proposition is considered
true only if it is accompanied by the corresponding proof. In classical logic, in opposition, every
proposition can be assigned a value (true or false), even if it can’t be proved.

In a constructive logic, the expression x : o is interpreted as “x is a proof of 6. A
proof of A A B, for example, is a pair (a,b) where a is a proof of A and b is a proof of B.
Thus, (a,b) : AAB. In the same way, every logical connective has an associated inference rule.
Different rules apply for other logical connectives such as disjunction, implication and negation,
and also the universal and existential quantifiers.

We will now revisit the inference rules and the examples of Section A.2, however
showing for each connective how to build a proof of the proposition that uses such a connective,
starting from the proofs of the corresponding argument propositions. The technique of Natural
Deduction will be used again, however in an extended way. Observe that now every proposition
is accompanied by the respective proof to the left of the “:” symbol.

The following are the inference rules for the implication connective (=>). The first is the

introduction rule:

[x:a]

(=1
Ax:a,y:a=b
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The idea, in this case, is very intuitive: a proof of an implication is a function that maps a
proof of the premise into a proof of the conclusion. For the elimination rule, a simple application
(function call) shows how to build a proof of the conclusion once a proof of the premise is

available:

x:a=>b y:a
xy:b

(= E)

As an example, the following is a tree that shows the construction of a proof for the
proposition (a = (b=-¢)) = (b= (a=¢)):

x:a= (b= c)] [v:d] o
xy:b=c [z:B]
Xyz:c (= E)
pEp (=1
yXyzZ:a=c¢ o

Az.Ayxyz:b= (a=c)
AxAzAyxyz:(a= (b=c¢))= (b= (a=c))

(=1

The introduction rule for the conjunction (A), presented below, states that a proof of a

conjunction a A b is a pair of terms (x,y) where x is a proof of a and y is a proof of b:

x:a y:b

Rl ANV
(x,y):aNb "

The elimination rule, on the other hand, states that a proof of either a or b can be obtained

from a proof of a A b by using projections that select, respectively, the first and second elements

of the proof:
x:ahb
fstx:a "D
x:a/hb (AE>)
snd x: b

The following illustrates the use of these rules in the construction of a proof term for the
proposition (a Ab) = (bAa):

[x:aAb] - [x:anb]
snd x:b fstx:a
(snd x, fst x) :bAa
Ax.(snd x, fst x): (aANb) = (bAa)

(AE)
(AD)

(=1

The introduction rules for the disjunction (V) state that a proof is a pair of terms, where
the first is a tag that indicates which argument of the disjuction the second element refers to.
In other words, a proof of a disjunction is a proof of one of its arguments together with an

information about the origin of the corresponding term.
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X:.d

—————  (Vh)
(0,x):aVb

x:b

——————— (Vh)
(Lx):aVvb

The elimination rule for the disjunction looks for a common conclusion that can be
obtained from both of the arguments. Thus, this conclusion is always valid in the presence of the
disjunction and therefore it can be eliminated. The term to be selected as a proof of this common

conclusion depends, of course, on the first element of the proof of the disjunction:

[snd x : a] [snd x : b]

x:aVb z71:¢ n:c

(VE)

if (fstx=0)thenzjelsezy:c

The following tree illustrates the use of these rules in the construction of the proof of the
proposition (aV (a A b)) = a:

[snd x : a] [snd x :a N\ b] (AB)
[x:aV(aNb)] snd x:a fst (snd x):a e
if (fst x=0)then (snd x) else (snd (fstx)):a .
— =

Ax.if (fst x=0) then (snd x) else (snd (fst x)):(aV (aAb))=a

Inference rule for false () elimination states that from a proof of false any proposition
can be proved. The term A L .x should be interpreted in an abstract way, and not as a proper
lambda term as defined before. False can not be introduced as there is not proof of it.

x: L
— (L)
Alx:a

For the negation (—), the rules are based on those of the implication (=-):
[x:a]
y: L

(—1,same as = 1)

Axy:—a

X:—a y:a

(—E,same as = E)

xy: L

The following illustrates the use of these rules in the construction of the proof of the
proposition (a = b) = (- b= —a):
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[x:a= D] [v:d

xy:b =5 [z:— D]
(- E)
dy): L
Ayz(xy):—a
(=1

AzAyz(xy): b= —a
Ax.AzAyz(xy):(a=b)= (-b=—a)

=1

Introduction rule for the universal quantifier (V) states that its proof consists of a function
that maps any proof x of A to a proof p of P, where p and P might depend on x. No other

asumptions used in p, besides x : A, might contain variable x free.

[x:A]

sz
(Ax:A.p): (Vx:A.P)

(V1)

Elimination rule is simply a function application that instantiates the generalisation to a

particular case:

t:(Vx:AP) a:A
ta: Pla/x]

(VE)

The introduction rule for the existential quantifier (3) demands an element a (called
witness) and a proof that P holds for this witness. This pair (formed by the witness and the proof)

are then taken as the proof of the existential quantifier in this particular case:

a:A  t:Pla/x]
(a,t):3x:A.P

(3D

The elimination rule uses two projections to extract, from a proof of an existential

quantifier, the witness and the proof that the proposition holds for this witness:

t:(3x:A.P)
Tt (3E)
fstt:A
t:(Ix:A.P
( al ) (3E2)

snd t : P[fst t/x]

The following illustrates the use of these rules in the construction of the proof of the

proposition Vx.R(x,x) = Vx.3y.R(x,y):

[t:(Vx:A.R(x,x))] [x:A] (
tx: R(x,x)
(x,tx) : y.R(x,y)
Ax.(x,2x) : Vx.3y.R(x,y)
At Ax.(x,tx) : (Vx.R(x,x)) = (Vx.3y.R(x,y))

VE)

(3

(V1)

(=1



206 APPENDIX A. FORMAL MATHEMATICS

As explained in Section A.1, constructivism does not use the Law of the Excluded Middle
(pV —p) which belong to classical logic only. The reason is that this law enbodies exactly the
fundamental idea that the constructivism rejects: that every proposition can be assigned a value
that is either true or false, without any further justification (or proof). This law eventually shows

up in equivalent statements, such as:

» Double negation —(—p) = p;
= Proof by contradiction (—a = b) A (—a = —b) = a;

» Peirce’s Law ((p = q) = p) = p.

The main characteristic of the constructivist ideology is, according to Troelstra (TROEL-
STRA, 2011):

... the insistence that mathematical objects are to be constructed (mental construc-
tions) or computed; thus theorems asserting the existence of certain objects should
by their proofs give us the means of constructing objects whose existence is being

asserted.

Thus, the idea is that the truth of every proposition should only be inferred from the
conclusion of a mental process, and not from arbitrary assignments. This mental process, in turn,
should be built from logical steps derived from a precise calculus.

A constructive proof is said to have computational content, as it is possible to “construct”
the object that validates the proposition (the proof is a recipe for building this object). A
constructive proof enables (computer) code extraction from proofs, thus the interest for it in
computer science.

Martin-Lo6f’s Intuitionistic Type Theory (MARTIN-LOF, 1980; NORDSTROM; PE-
TERSSON; SMITH, 1990) is another example of an important Type Theory, and is widely used
as the basis of modern constructive mathematics and also as the fundamental theory of many
proof assistants. It was derived from the mathematical constructivism that appeared in the end of
the 19th century.

Martin-Lo6f’s Intuitionistic Type Theory is based on the first-order logic to represent
logical propositions and types, and the Typed Lambda Calculus to represent programs and
proofs of theorems. The whole idea is structured around the Curry-Howard Correspondence,
which relates proofs to programs and propositions to types. It is a powerful theory for software
development and interactive theorem proving, and is also used as a formal theory to represent
the foundations of mathematics.

At his point, we are able of building proofs for formulas of predicate logic, using the
BHK interpretation, and this would in principle be enough as an underlying theory for our

formalization purposes. However, there are other possibilities that can significantly improve
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our ability to derive proofs in a constructive way. These possibilities arise from the direct
relationship between types and propositions, and also between proofs and terms. The study
of this relationship, which is summarized in the next section, has the important consequence
of allowing the use of a mixture of reasoning and computing techniques in the formalization

process.

A.6 Curry-Howard Correspondence

There is no reason, in principle, to consider that the two fundamental tools of mathematics
- reasoning and computing - are related in any way. This is not the case, however, as stated by the
Curry-Howard Correspondence (also known as “Equivalence” or “Isomorphism”) (SORENSEN;
URZYCZYN, 2000).

Initially observed by Haskell Curry in 1934 (CURRY, 1934), and later developed by
Curry and Feys in 1958 (CURRY; FEYS, 1958) and William Howard in 1969 (HOWARD, 1980),
the correspondence establishes a direct relationship between the logic and the computation
models (the latter represented by the Typed Lambda Calculus in the present context).

On one hand, it is a fact that every typed lambda term can be associated to a type
expression, which expresses its type (see Section A.4). This type expression, in our context, is
called a “specification”, because it denotes the signature of the corresponding program (i. e., the
number and types of the arguments and the type of the result). On the other hand, it is also a
fact that the proof of a proposition, represented by the tree built by a Natural Deduction process,
puts one (the proof) in direct relation to the other (the proposition) (see Section A.5). Thus,
(typed lambda) terms have specifications (types), and proofs (natural deduction trees) confirm
the validity of propositions (theorems).

The Curry-Howard Correspondence is a syntactic analogy between terms and proofs,
and also between specifications and propositions, which has deep consequences in the way one
can reason about programs and develop proofs of theorems. Basically, it states that proofs and
terms have a direct relationship: a term that satisfies a specification (that is, a typed lambda term
that has a certain type) is, at the same time, a representation of a proof in natural deduction of the
proposition represented by the specification. The converse is also true: the proof of a proposition
can be taken as a term whose specification is the proposition itself.

Going further, the Curry-Howard Correspondence establishes that to prove a theorem
(proposition) is the same as finding a term whose type (specification) matches the proposition.
Thus, finding a proof of a theorem is the same as building a program. Also, to build a term
that satisfies a certain specification is the same as proving the proposition that matches this
specification. According to it, to build a proof of a proposition is the same as to build a program
of a specific type, where the proposition represents the type of the program.

Another important consequence of the Curry-Howard Correspondence is that proof

validation can be done via simple program type checking routines, which is usually an easy and
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efficient task. In summary, the Curry-Howard Correspondence states that building a program is
the same as finding a proof, and both activities are interchangeable and highly interconnected.

The Correspondence opens up an immense area of research by exploring the relationships
between programs and proofs and also between specifications and propositions. In particular,
it allows program development to be considered as a formal mathematical activity, with all the
related benefits. Also, it allows for computer programming skills to be introduced in the process
of theorem proving, with many advantages as well. Is is also known as Proofs-as-programs
or Propositions-as-types notions, as the four objects involved in it are proofs, propositions (or
theorems), programs (or lambda terms) and types (or specifications).

As an example, the tree presented in Section A.1 explicits the relationship between a
simple theorem and its proof (expressed as a tree in natural deduction). The relation between a

program and a type can be examined from the following type derivation tree:

[x:a— (b—c)] z:d
(= E)
xz:b—c [v: D]
XZy: c (= E)
(=1
Az%xzy: (a —c)
(=1

AP Az xzy: (b — (a—c))

(=)
Ax= =) Avb Az xzy i (a— (b—¢)) = (b— (a—¢))

which shows that the type of the term Ax.Ay.Az.xzyis (a — (b —¢)) = (b — (a — ¢)).
This tree and the tree of Section A.1 have as conclusions syntactically equivalent expres-

sions, respectively:
n (a= (b=c))= (b= (a=c)) (aproposition);
m (a— (b—c¢))— (b— (a—c)) (atype).

Thus, these formulas could be considered as a single object, and then interpreted in one
way (as a proposition) or another (as a type) according to the context. Also, one can easily
observe the similiarity between the structure of a proof tree in Natural Deduction (above) and
the structure of a type inference tree for the same type/proposition in the type lambda calculus,

reproduced again below:

l[a= (b= c)] [a] )
b=c [b]
(=E)
€ (=)
_a=c i,
b= (a=c)
(=1

(a=b=c)= (b= (a=c))

It should be noted that, from the first to the second, it is enough to eliminate the A-terms
in the proof tree. The converse can be obtained by adding the corresponding A-terms to the type

inference tree. This is indeed a general rule which states that (i) to obtain a program from a proof
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it is only necessary to add A-terms with the corresponding types, and (ii) to obtain a proof from
a program it is enough to eliminate the A-terms and keep the corresponding types.

The same phenomenon is observed when other logical connectives and type constructors
are considered, besides only the implication/function type operator, and this is summarized in
Table A.2.

Table A.2: Curry-Howard Correspondence

| Logic | Typed lambda calculus |
= (implication) — (function type)
A (and) X (product type)
V (or) + (sum type)
Vv (forall) IT (pi type)
3 (exists) Y. (sigma type)
T unit type
1 bottom type

Types and propositions are indeed different interpretations of the same syntactic structure,
an important consequence of the Curry-Howard Correspondence. Because of this, we can review
the rest of the previous examples and examine the direct relationship between the formulas that

represent types and propositions:
n (axb)— (bxa) (type)
» (aAb)= (bAa) (proposition)
s (a+ (ax b)) — a(type)
» (aV (aAb)) = a (proposition)
s (a—b) — (-b— —a) (type)
s (a= b) = (-b = —a) (proposition)
s [Ix.R(x,x) — ITx.Xy.R(x,y) (type)
» VX.R(x,x) = Vx.3y.R(x,y) (proposition)

The same analogy can be established for the proofs and programs of these examples, as

explained before. For proofs and programs, we have that:

= To build a program that satisfies a specification (type):

» Interpret the specification as a theorem (proposition);
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= Build a proof tree for this theorem,;

» Add terms with the corresponding types.
» To build a proof of a theorem:

= Interpret the theorem as a specification;
= Build a program that meets the specification;

= Remove the terms from the derivation tree.
The Curry-Howard Correspondence can then be summarized as follows:

» Types and propositions have the same syntactic stucture;
» Programs and proofs have the same syntactic stucture;

» To build a program is the same as to build a proof;

To verify a program is the same as to verify a proof;

= Both verifications (proof and program) can be done via simple and efficient type

checking algorithms.

At his point we have languages, calculus and techniques that can be extremely powerful
for the statement of our theory, and also for proving it. The topics presented so far are, however,
abstract theories that need to be implemented in order to become useful as a practical formaliza-
tion tool. The Calculus of Constructions, presented in the next section, was developed exactly

with this objective in mind.

A.7 Calculus of Constructions

The Calculus of Inductive Constructions, also known as CIC, (THE COQ DEVELOP-
MENT TEAM, 2015) is an extension of the Calculus of Constructions (CC) developed by Thierry
Coquand (COQUAND; HUET, 1986), and is a constructive type theory that was designed specif-
ically to be used as the mathematical language of the Coq proof assistant. It is the most powerful
type system of all the versions considered in the lambda cube of Barendregt (BARENDREGT,
1991).

The Calculus of Constructions provides a uniform notation to represent programs, proofs,
types and propositions. Logical connectives can be easily defined, as well as mathematical objects
and their corresponding types. Reasoning and computing is accomplished with a small set of
inference rules. After some time, an induction mechanism was added to it, allowing types and

propositions to be defined inductively, along with mechanisms to reason about these inductively
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defined objects, thus leading to the name Calculus of Inductive Constructions. Basically, it is a
Typed Lambda Calculus with a rich type system extended with inductive features.

All logical operators (—, A, V,— and J) are defined in terms of the universal quantifier
(V), using “dependent types” (see Section A.7.5), a key characteristic of the Calculus of Inductive
Constructions along with higher-order types.

This section makes a short introduction to the Calculus of Constructions, presenting its
main characteristics and inference rules. Rules for inductive definitions are not included and
will be informally presented when the Coq implementation of the Calculus of Constructions is
discussed in Section B.5.

We start in Section A.7.1 by introducing the terminology and notation used. The notions
of types and sorts are introduced in Section A.7.2. Then, we present the basic type operator (the
function type or implication, depending on the sort considered) in Section A.7.3 and Section A.7.4
(respectively). They correspond to the rules of the Simply Typed Lambda Calculus and serve to
introduce the more complex and powerful type constructs, including polymorphism, dependent
types and higher-order types, which are briefly discussed in Section A.7.5.

A.7.1 Terminology and Notation

Different names are used to denote a variety of notions in the CC. The following is a
brief description of the main names used in the next sections (in alphabetical order), along with

the corresponding notions.

CONCLUSION the bottom part of an inference rule, obtained from the premises on top.
CONTEXT the local declarations and definitions on which a proof script is built.
ENVIRONMENT the global declarations and definitions on which a proof script is built.
EXPRESSION the A-term that represents a program.

INFERENCE RULE a rule used to ensure that a term is correcly formed; it consists of a set of

premises and a conclusion separated from each other by an horizontal line.
PREDICATE a parametrized proposition.

PREMISE the upper part of an inference rule, the information used to derive the conclusion in
the bottom.

PROGRAM a term that produces a value (a normal form) by means of a series of reductions, as
in the Typed Lambda Calculus.

PROOF a term that asserts the validity of a proposition.
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PROOF SCRIPT a sequence of high-level commands (tactics) that are based on the inference

rules of the system and aid in the construction of a proof.
PROPOSITION a formula that represents a logical statement.
SORT the type of a type.
SPECIFICATION the type of a program, a formula that describes a property of a program.

TERM a well-formed formula, that is, a formula that satisfies the rules of the type system. A
term is a generic designation that encompasses formulas representing proofs, programs,

types and propositions.

TYPE a description of the nature and the set of the values manipulated by a program; in the
Calculus of Constructions, every term is typed, every type is a term and therefore every

type also has a type.

UNIVERSE infinite hierarchy of sorts.

All inference rules presented so far use formulas and terms. The Calculus of Construc-
tions, however, uses a different notation based on the notion of sequents.

In the inference rules presented in the next sections, E and I" represent, respectively,
the Environment and the Context for the inference. The environment includes all global name
definitions and the context includes all local definitions.

The empty context is represented by [|. If x has type A (or x is a proof of proposition A),
this is a declaration that is represented by x : A. Multiple declarations are denoted [x] : Aj;...;xp :
Anl.

In what follows, a typing judgement is an expression I' ¢ : T, used to state the fact that
the term ¢ has type T in the context I'. Valid typing judgements are obtained by the successive
application of a set of different typing (or inference) rules. A typing rule is a rule that allows
one to infer the type of an expression from a set of premises. As before, the premises are placed
above an horizontal line and the conclusion appears below the same line.

The fact that a declaration belongs to some context is represented by (x: A) € I'. A
typing judgement in some combination of an environment and context is denoted E,I" ¢ : B.

The sequent notation is equivalent to the notation that uses formulas and terms. For
example, the — I rule presented in Section A.4 is presented again in Section A.7.3 using the new
notation, under the name Lam. The same happens with rules — E and App.

The typing rules presented next are not exhaustive and cover only the simply Typed

Lambda Calculus (with the arrow type) and the dependent product.
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A.7.2 Types and Sorts

The notation of the Calculus of Constructions allows types (propositions) and programs
(proofs) to have the same syntactical structure. All terms are typed in the CC, including the types
themselves. Since every type is also a term, types are also assigned to types. The type of a type
is called its “sort”, and the set of all sorts is formed by Prop, Set and Type(i),i > 1, with the
following relation:

Prop : Type(1)
Set : Type(1)
Type(i) : Type(i+1),i > 1

The terms Types(i) are called universes and constitute an infinite family of types that are
used to define the types of all terms in the system.

The nature and uses of the sorts Set and Prop are described in the following sections,
along with the inference rules used in each case for constructing, respectively, correct specifica-
tions and propositions (as in the Simply Typed Lambda Calculus).

A.7.3 Set and Function Types

Set is the sort of data types and program specifications. For example, nat (which is the
type of natural numbers) is of sort Set, and this is denoted nat : Set. The type of Boolean values
1s bool, which is also of sort Set, represented by bool : Set.

Set represents well-formed specifications (type expressions) and a term of type Set is
called a specification. A term whose type is an specification is a program, and this specification
represents the type of the corresponding program. For example, nat — bool is a type expression
for a function that takes a natural number as argument and returns a Boolean value. Thus,
nat — bool : Set and any term f such that f : nat — bool is a program that takes a natural
number as argument and returns a Boolean value. In other words, nat — bool is the type of all
programs that take a natural number as argument and return a Boolean value.

The symbol — is used, in this context, to represent the function type, that is, the type
of the functions that maps values from one data type to values of another data type. The type
A — B, for example, is the type of all functions that map from type A to type B.

The Var rule states that if x : A is placed in either the environment or the context, then x

is recognized as a variable of type A in the union of both.

(x:A) e EUT
Vi -~ 7 @
P TETFxA
As an example, consider that x : nat is placed in the context. Then, x is recognized as a

variable of type nat in the union of the environment to the current context.
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An expression is built from identifiers and some operators. The two fundamental op-
erators for expressions are abstraction and application, represented by the following inference
rules.

The Lam rule is used to build the term that represents abstraction and its type. It expresses
the fact that, if the identifier v has type A in the environment or the context, and from this fact it
is possible to conclude that term e has type B, then it is possible to build a function that maps v
to e and has type A — B. Types A and B denote single identifiers or new types constructed with
the Prod — set rule presented below.

ET:(v:A)le:B
ETl'-funv:A=e:A—B

Lam

As an example, suppose the context contains x : nat and from it one can conclude that
y : bool. Then, the Lam rule states that fun x : nat = y is a well-formed term and has type
nat — bool.

The App rule is used to represent function application and its type.

ETkFe:A—B ETFe:A
ETI'tejey:B

App

Suppose that f : nat — bool and x : nat are placed in the context. Then, the App rules
states that the term fx has type bool.

Finally, it should be stressed that in the CC all type expressions are also terms. Since all
terms are typed, then these type expressions should also have their own types. The inference
rule used to determine the type of a type specification built with the function type operator is
Prod — Set .

ETFA:Set E,T'FB:Set
ET'HFA— B: Set

Prod — Set

This rule states that all type specifications built from the function type operator are
elements of Set. For example, since nat : Set and bool : Set, then the type expression nat — bool
has type Set, denoted nat — bool : Set.

It is useful to review the different categories of terms considered in the section, along
with the corresponding types and sorts. Note that terms at level i have their types as terms at

level i+ 1, and also that level O is not the type of any term in the system.

(

Level O : Programs and values
Level 1 : Specifications
Level 2 : Set

Level 3 : Type(1)

Level i+2: Type(i)
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A.7.4 Prop and Implication

Prop represents the type of the propositions. That is, all propositions belong to type
Prop and all elements of the sort Prop are well-formed propositions. A term whose type is a
proposition is a proof of that proposition. As an example, let P and Q be propositions, P : Prop
and Q : Prop. Then, the implication P — Q is also a proposition, P — Q : Prop. Also, any term
H such that H : P is called a “proof™ of proposition P.

A well-formed proposition is not necessarily a provable proposition. A well-formed
proposition is true only when accompanied by the corresponding proof.

In what follows, E denotes the set of axioms (global definitions) and I'" the set of
assumptions (local definitions) available to the proof. Due to the Curry-Howard Correspondence,
it is not a coincidence that the names of the rules presented in this section coincide with the
names used in Section A.7.3.

The symbol — is used, in this context, to represent the logical connective implication. 1t
represents the type of all functions that map a proof of proposition A to a proof of proposition B.
It is in direct analogy to the function type operator introduced in the previous section.

The Var rule states that if x : P is placed in either the environment or the context, then x

is a proof of the proposition P in the union of both.

(x:P)e EUT
Var —————
ETFx:P
As an example, consider that H : P is in the context. Then, H is recognized as a proof of
proposition P in the union of the environment to the current context.
The Lam rule expresses the fact that, if P and Q are propositions and H is a proof of P,
and from this fact it is possible to obtain a proof ¢ of Q, then the function that maps H to ¢ is a

proof of the implication P — Q.

ET:(H:P)Ft:Q

L
M ETF funH: P=1:P—Q

As an example, suppose the context contains H; : P and from it one can conclude that
H, : Q. Then, fun Hy : P = H, is a well-formed term and is a proof of the implication P — Q.

The App rule implements the modus ponens rule by stating that a proof of proposition Q
can be obtained from a proof of proposition P.

ETrFt:P—Q ETHR{:P
ET'tt:Q

App

Suppose that P and Q are propositions and H; : P — Q and H, : P are in the context.
Then, the App rule states that H1H> is a proof of Q.
The following rule asserts that the new propositions, built from previously existing

propositions and the implication logical connective, are also in Prop:
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EI'-P:Prop EI'FQ:Prop
ET'FP— Q:Prop

Prod — Prop

For example, if P and Q are propositions, then P — Q is also a proposition.
The hierarchy of terms and corresponding types and sorts of this section can be summa-
rized as follows. Similarly to the previous section, terms at level i have their types as terms at

level i + 1, and level O is not the type of any term in the system.

(

Level O : Proofs
Level 1: Propositions
Level 2 : Prop

Level 3 : Type(1)
Level i+2: Type(i)

A.7.5 Dependent Product

Dependent products are used, in general, to specify functions whose return type depends
on an argument, and has many different applications as explained next.

The special case where the return type depends on the type of the argument corresponds
to the definition of higher-order types. Higher-order types is a powerful mechanism, used to
represent operators on data types (such as lists, cartesian products and disjoint unions) and also
standard logical connectives and quantifiers (such as and, or and existential quantifier).

Dependent products are used to represent universal quantification over values and types,
leading to rich statements that are useful for describing complex theorems and program spec-
ifications. In the special case where the type of the argument is Set and the type of the result
is either Set or Prop, this characterizes dependent types which can be used, for example, to
respectively represent parametrized data types (data types that depend on a value) and predicates
(propositions that depend on a value).

A dependent type is a type that depends on some value. Dependent types is an important
feature of the Calculus of Constructions, as it allows the definition of richer types, which in
turn can be used to make more complete and detailed descriptions of the properties of programs.
For example, a natural value can be used to select a specific proposition from a set of different
possible propositions. Since propositions are types, this means that we can select from a set of
different types.

The App and Lam rules presented below use the sequent notation adopted by the Calculus
of Constructions, and the Gallina syntax for term construction, and correspond, respectively, to
the VE and VI rules of Section A.4.3:

ETFt;:YW:AB ETFn:A
ET'Fun ZB{IQ/V}

App
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ETl:(v:A)kFrt:B
ETF funv:A=1t:YW:AB

For the App rule, since v might appear free in B, it is necessary to substitute all occur-

Lam

rences of v by 7, in B.

In the special case that v does not occur in B, then ¢#; is of type A — B and the rule reduces
to the form presented in Section A.7.3. The same happens with rule Lam if v does not appear in
B. In this case, similarly, fun v: A = t becomes of type A — B.

The following discussion is based on the most recent source of information on the
Calculus of Constructions, chapter 4 of the Coq Reference Manual (THE COQ DEVELOPMENT
TEAM, 2015). There are seven inference rules for the dependent product (expanded from the

three general cases considered in the Manual):

1.
ET'F(A:Set) E.I'::(a:A)FB:Prop
E.I'FYa:A,B: Prop
2.
E.T'+(A:Prop) E,T:(a:A)kFB:Prop
E.I'FYa:A,B: Prop
3.
ET'F(A:Type) E,I'::(a:A)FB:Prop
E.I'FYa:A,B: Prop
4.
ET't(A:Set) E,I':(a:A)F B:Set
E.I'FVa:A,B: Set
5.
EI'F(A:Prop) E,T:(a:A)tF B:Set
E.I'FVa:A,B: Set
6.
ETF(A:Type) E.T:(a:A)FB:Type
E-I'+-Va:A,B:Type
7.

EI'-(A:Type) E,I'::(a:A)F B:Set
E.I'EVa:A,B: Set

Let’s now consider the most important rules, the types that they represent and some
examples corresponding to their practical use. Rules 3 and 7, respectively, cause the types Prop
and Set to be impredicative. An impredicative type is a type that allows the construction of a
new element of the type by generalizing over all the elements of the same type. These two rules
were included in Coq until version 7. From version 8 on, rule 7 was dropped and can now be
invoked only via a special command explicitly issued by the user. Prop (due to rule 3) remains

the only impredicative type.
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1. This rule can be used to represent propositions quantified over a data type (an element
of the sort Set).

» The proposition that asserts the reflexivity of the relational operator less
than or equal to (<) is Va : nat,a < a. To check that this proposition is

well-formed, make A = nat and B=a < a:

E. 't (nat:Set) E.,I'::(a:nat)F-a<a:Prop
E.I'-Va:nat,a<a:Prop

» The simplification of the Boolean conjunction with true can be stated as
Va : bool,a Ntrue = a. To check that this statement is well-formed, make
A =bool and B=a Atrue = a:

E.T't (bool : Set) E.T : (a:bool)taNtrue=a: Prop
E.I'-VYa: bool,a/Ntrue =a: Prop

2. This rule can be used to represent logical implications.

= To check that the proposition P — Q — R is well-formed, make A = P
and B = Q:

E.I'-(P:Prop) E,T:(a:P)FQ:Prop
E.I'-VYa:PQ: Prop

Since Q does not depend on a, then Va : P,Q can be simplified to P — Q:

E.I'-(P:Prop) E,T:(a:P)FQ:Prop
ETHFP— Q:Prop

Make A=P — Q and B=R:

ETH(P—Q:Prop) ET:(a:P—Q)FR:Prop
E.I'-Va:P— Q,R: Prop

Since R does not depend on a, then Va : P — Q,R can be simplified to
P— Q00— R

ETH(P—Q:Prop) ET:(a:P— Q)FR:Prop
ETHFP—Q—R:Prop

» The proposition that asserts the commutativity of the conjunction can be
defined as PA Q — Q A P. To check that this proposition is well-formed,
make A=PAQand B=QAP:

ETH(PAQ:Prop) ETXT:(a:PNQ)FQAP:Prop
ETFYa:PANQ,QANP: Prop
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Since Q A P does not depend on a, then Va : PA Q,Q A P can be simplified
toPANQ — QANP:

ETE(PANQ:Prop) ET:(a:PANQ)FQAP:Prop
ETHFPANQ—QAP: Prop

4. This rule can be used to represent function types.

» The type of the function that returns the sum of two natural numbers is
nat — nat — nat. To check that this type is well-formed, make A = B =
nat and apply the rule:

E.I't (nat : Set) E,I': (a:nat)t nat: Set
E.I'FVa: nat,nat : Set

Since nat does not depend on a, change Va : nat,nat by nat — nat:

E.I't (nat : Set) E,I: (a:nat)t nat: Set
E.I't nat — nat : Set

Make A = nat and B = nat — nat and apply the rule:

E.T't (nat : Set) E,I': (a:nat)t nat — nat : Set
E.,I'VYa: nat,nat — nat : Set

Since nat — nat does not depend on a, change Va : nat,nat — nat by

nat — nat — nat:.

E.I'tnat:Set E,I: (a:nat)t nat — nat : Set
E.I't nat — nat — nat : Set

» The type of the function that compares two natural numbers is nat —
nat — bool. To check that this type is well-formed, make A = nat and
B = bool and apply the rule:

E.T't (nat : Set) E,I': (a:nat)l bool : Set
E.I'+VYa: nat,bool : Set

Since bool does not depend on a, change Va : nat, bool by nat — bool:

E.T'F (nat : Set) E,T: (a:nat)l bool : Set
E.T'F nat — bool : Set

Make A = nat and B = nat — bool and apply the rule:

E,I't (nat : Set) E,I': (a:nat)t nat — bool : Set
E.I'+VYa: nat,nat — bool : Set
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Since nat — bool does not depend on a, change Va : nat,nat — bool by
nat — nat — bool:

E.T'tnat:Set E.T : (a:nat)tF nat — bool : Set
E.T'F nat — nat — bool : Set

6. This rule can be used to represent higher-order types, including the type of logical

connectives, polymorphic data types and predicates.

= The conjunction propositional operator (A) has type Prop — Prop — Prop.
To check that this type is well-formed, make A = B = Prop:

E.T'F (Prop:Type) E.T: (a:Prop)t Prop:Type
E.I'-Ya: Prop,Prop : Type

Since Prop does not depend on a, then Va : Prop, Prop can be simplified
to Prop — Prop:

E.T'F (Prop:Type) E.T': (a:Prop)t Prop:Type
E.T'+ Prop — Prop : Type

Make A = Prop — Prop and B = Prop:

E.I'+ (Prop — Prop : Type) E,I: (a:Prop— Prop)t Prop:Type
E.I'+Va: Prop — Prop,Prop : Type

Since Prop does not depend on a, then Va : Prop — Prop,Prop can be
simplified to Prop — Prop — Prop:

E.T'F (Prop — Prop : Type) E.I'::(a:Prop — Prop)t Prop: Type
E.T'+ Prop — Prop — Prop : Type

Other logical connectives can be defined in a similar way.
= The type of the Cartesian product (x) can be defined as Set — Set — Set.
To check that this type is well-formed, make A = B = Set:

E,I't (Set : Type) E,T':: (a:Set)tr Set:Type
E.I'FVa: Set,Set : Type

Since Set does not depend on a, then Va : Set,Set can be simplified to
Set — Set:

E.T't (Set : Type) E,T::(a:Set)tF Set:Type
E.T't Set — Set : Type
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Make A = Set — Set and B = Set:

E.T' (Set — Set : Type) E,I':: (a:Set — Set)t Set: Type
E.I'Va: Set — Set,Set : Type

Since Set does not depend on a, then Va : Set — Set, Set can be simplified
to Set — Set — Set:

E,I't (Set — Set : Type) E,I'::(a:Set — Set) - Set : Type
E.I'+ Set — Set — Set : Type

Other polymorphic data types can be defined in a similar way.

» The predicate less than or equal to (<) over natural numbers has type
nat — nat — Prop. To check that this type is well-formed, make A = nat
and B = Prop:

E.T't (nat : Set) E,I: (a:nat)t Prop:Type
E.I'+Va: nat,Prop : Type

Since Prop does not depend on a, Va : nat,Prop can be simplified to

nat — Prop:

E.I't (nat : Set) E,I:(a:nat)t Prop:Type
E.I'Fnat — Prop : Type

Make A = nat and B = nat — Prop:

E.T't (nat : Set) E,T: (a:nat)t nat — Prop: Type
E.T'FVYa: nat,nat — Prop : Type

Since nat — Prop does not depend on a, Va : nat,nat — Prop can be

simplified to nat — nat — Prop:

E.T'F (nat : Set) E,T: (a:nat)t nat — Prop: Type
E.T't nat — nat — Prop : Type

The formation of some types require the application of more than one rule. The following

examples show how this can be done:

= Suppose array represents the type of an aggregate with n elements of the same data
type. Thus, array has type nat — Set. To check this is a well-formed type, make
A = nat and B = Set in rule 6:

E.T't (nat: Type) E,T': (a:nat)t Set:Type
E.I'-VYa: nat,Set : Type




222

APPENDIX A. FORMAL MATHEMATICS

Since Set does not depend on a, then Va : nat,Set can be simplified into nat — Set:

E.T't (nat: Type) E,I': (a:nat)t Set:Type
E.I'tnat — Set : Type

The check the fact that all arrays have a well-formed type, despite of the value of n,

make A = nat and B = array a in rule 4:

E.T't (nat : Set) E,I':(a:nat)t arraya: Set
E.I'-Va:nat,array a : Set

Now suppose that matrix represents the type of a bidimensional aggregate. Thus,
matrix has type nat — nat — Set, which can be checked with two applications of

rule 6:
E.I't (nat : Type) E,I': (a:nat)t Set:Type

E.T't nat — Set : Type

E.T'F (nat : Type) E,I': (a:nat)t nat — Set : Type
E. ' nat — nat — Set : Type

A function that multiplies two matrix has type ¥V m n p,matrix m n — matrixn p —
matrix m p. To check that this type is well-formed, and has type Set, make A =

matrix m p and B = matrix n p in rule 4:

E.T't (matrixn p: Set) E,I': (a:matrixn p)t matrix m p: Set

E.I'+VYa:matrix n p,matrix m p : Set
Since matrix m p does not mention a, then:

E.T't (matrixn p: Set) E,I': (a:matrixn p)t matrix m p : Set

E.I'matrix n p — matrix m p : Set
Similarly:

E.T't (matrixmn:Set) E,T: (a:matrix m n) - matrix n p — matrix m p : Set

E.T'Fmatrix m n — matrix n p — matrix m p : Set
Generalisation over p is obtained by a new application of rule 4:

E.T't (nat : Set) E,T: (p:nat)lF matrix m n — matrix n p — matrix m p : Set

E.T'-Yp: nat,matrix m n — matrix n p — matrix m p : Set

Similarly, two new applications of this rule result in Vm : nat,Vn : nat,¥p : nat,

matrix m n — matrix n p — matrix m p : Set.

These examples demonstrate the power, the versatility and the expressiveness of the

dependent product in the Calculus of Constructions, with direct consequence over the main

characteristics of the Coq proof assistant and its use in different application domains.
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The Calculus of Constructions is a large and complex subject that needs a lot of effort
and experience in order to be adequately mastered. This section introduced some of its main
characteristics, without trying to be exahustive. The intention is that it will enough to enable
the understanding of the basics of the Coq proof assistant, specially the semantics of its tactics
language (part of Vernacular, in Section B.4) and the syntax and semantics of its term specification

language (Galina, in Section B.5).

The Calculus of Constructions, the last topic of this chapter, was presented on the ground
of other more basic theories reviewed before, and is the formal system that we will use to
represent the objects of our theory, the statements that we want to prove about these objects and
also to construct the proofs of these statements. The Coq proof assistant is an implementation of
the Calculus of Constructions which is present, directly or indirectly, in almost every interaction
of the user with the system. We are now, thus, ready to characterize the theory that we want to
formalize (in Chapter 4 and Chapter 5). The corresponding formalization — the main result of

this work — will then be presented in Chapter 6.
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The Coq Proof Assistant

The Coq proof assistant is a software tool that implements the Calculus of Inductive
Constructions presented in Section A.7. Its popularity and importance is confirmed by various
recent large and complex formalization projects in the areas of mathematics and software
development (see Chapter 3). The purpose of this appendix is to make an introduction to the two
languages of Coq, with examples of their usage, and also to the IDE used in the interaction with

the user, with the objective of facilitating the understanding of the present formalization.

The main characteristics of Coq are discussed in Section B.1. In it we present some ideas
that are key to the understanding of its dynamic behaviour, such as the notions of direct and

indirect proof construction, forward and backward reasoning and interactivity.

The contents of a typical formalization file is examined in Section B.2, where we define
the important notions of Environment and Context, introduce some commands used to organize
and structure the formalization, as well as some basic commands the create definitions and

declarations.

The more practical aspect of the usage of the Coq proof assistant is discussed in Sec-
tion B.3, with a presentation of the CoqIDE graphical user interface. Although it offers a large set
of buttons and menus in order to simplify the user experience and increase his productivity, we
will concentrate on the explanation of the three main areas of the interface and on the navigation

of the script written by the user.

Now we can discuss ways to textually express reasoning and computation in Coq. For
this purpose, Coq uses two different languages with different objectives: the language used
to define objects, build proof scripts and interact with the user is called Vernacular, and the
formal language, used to represent proofs, propositions, terms and types is called Gallina. They
are introduced, along with examples, respectively in Section B.4 and Section B.5. Gallina
and Vernacular are big and complex languages that require some effort and time in order to
be adequately mastered. In these sections we will introduce the main features of them, with
special focus on what was more important and more frequently used in this formalization. The
discussion is not intended to be exhaustive, but instead have the objective of explaining the

general idea behind the representation and interpretation of a Coq formalization.
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Next, we give an overview of the way that Coq can be used to reason about programs and
proofs in Section B.6. This is accomplished with a complete example of the proof of a lemma,
and a step-by-step explanation of the effect of each of the tactics used in the construction of the
proof term for this lemma. It includes also a second example for which an inductive proof has
been developed. These are small and simple examples, however illustrative of the nature of the

formalization activity used in the present project.

The computing capabilities of Coq, which can be explored independently or as an

accessory to the reasoning activity, is the subject of Section B.7 at the end of this appendix.

For pedagogical questions we have tried, as much as possible, to make the presentation
of Coq independent of the presentation of the Calculus of Constructions, despite their intimate
connection. Also, for the same reason, we have tried to describe the two languages of Coq in an
independent way. These approaches are in contrast with the published literature, where they are
usually intermixed, but we hope it will contribute to a better understanding of the characteristics

and role of each, as well as the interaction between the CC, Vernacular and Gallina.

Comprehensive and detailed information on Coq, along with lots of examples, can be
found in the Reference Manual (THE COQ DEVELOPMENT TEAM, 2015), in the books by
Bertot and Castéran (BERTOT; CASTERAN , 2004), by Benjamin Pierce and others (PIERCE,
2015) and by Adam Chlipala (CHLIPALA, 2015), as well as in the many reports, articles, slides

and tutorials available online.

The Coq proof assistant was initially developed at INRIA by G. Huet and T. Coquand in
1984, and the first version was released in 1989. In 1991, with the addition of inductive types, it
was renamed Coq. Since then, many other people have contributed to its development, adding
increasingly new features and functionalities to the tool. The whole development history is
described in the Coq Reference Manual (THE COQ DEVELOPMENT TEAM, 2015). In 2013,
Coq received the Programming Languages Software Awards from the ACM for its significant
impact in programming language research, implementations and tools (INRIA, 2013). The ACM
page for the award (ACM SIGPLAN, 2013) states that:

As a software system, Coq has been in continuous development for over 20 years,
a truly impressive feat of sustained, research-driven engineering. The Coq team
continues to develop the system, bringing significant improvements in expressiveness

and usability with each new release.

In short, Coq is playing an essential role in our transition to a new era of formal

assurance in mathematics, semantics, and program verification.

Coq is nowadays considered one of the most important interactive theorem provers

around and is being deployed in significant formalization projects, as discussed in Chapter 3.
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B.1 Main Characteristics

Since Coq is a direct implementation of the Calculus of Constructions (Section A.7), it
inherits all of its characteristics and has therefore the same power and expressiveness. Since
CC 1s itself an intuitionistic type theory, this permits Coq to extract correct (or certified) code
from proofs, which constitutes another of its important features. Besides that, Coq offers
support for both reasoning and computing, and can also be used as a functional programming
language. The possibility of doing computation during proofs and using reasoning techniques in
the development of correct programs is also of high importance.

Gallina is a powerful language, used to state theorems and to write program specifications.
Depending on the case (theorems or specifications), it is also the object language in which proofs
of the theorems and programs that satisfy the specifications are written. The latter activity is
also known as certified program development. Proofs and programs can be constructed directly,
using Gallina, or can be developed indirectly, interactively using a set of “tactics” that assist the

user in the process, with some advantages. In the indirect form of usage:

1. The initial goal is the theorem or specification supplied by the user;
2. The initial context of the proof is usually empty;

3. The application of a “tactic” (a command issued by the user, see Section B.4.1), on
either the current goal or one of the hypotheses, substitutes the current goal for zero

ou more subgoals;

4. This creates the notion of a stack of subgoals, all of which have to be proved in

reverse order.
5. The context changes and may incorporate new hypotheses;
6. The process is repeated for each subgoal, until no subgoal remains;

7. The proof/expression is then constructed, checked and saved by the proof assistant

from the sequence of tactics used.

The inference rules of the CC are behind the tactics that are used to construct proofs and

expressions in Coq. They map premises to conclusions, and can be used in two different ways in
Gallina:

» Forward reasoning is the process of moving from premises to conclusions (example:

from a proof of a and a proof of b one can prove a A b);

» Backward reasoning is the process of moving from conclusions to premises (example:

to prove a A\ b one has to prove a and also b);
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Coq uses a mixture of backward and forward reasoning, depending on whether the
inference rules are applied to the current goal or to hypotheses in the context. In the first case,
the current goal is reduced to its subgoals, if any. In the second, changes are made to the context

by adding new hypotheses or changing the existing ones.

Gallina is a dependently typed functional programming language that combines a higher-
order logic language and a typed functional language, and is used to represent expressions,
proofs, types and propositions in the system. Another language, called Vernacular, is used to

interactively assist the user in the development of his/her proofs.

Tactics are commands that, when interpreted, apply one or more rules of the CC to the
current context or the current goal. The initial goal is the proposition to be proved, which can be
a single theorem (or lemma) or the specification of some property of a program. The application
is in reverse order, so that the current goal is substituted by one or more (simpler) subgoals and
possibly some changes to the context, thus leading to the concept of a proof tree. When no new
subgoals are generated, the initial goal is considered valid and a proof, constructed from the

application of the rules according to the tactics used, is built.

A type-checking algorithm ensures that proofs are correctly constructed and, conse-
quently, that the corresponding programs satisfy their specifications. In this sense, Coq is suited
not only for developing abstract mathematical theories, but also for the development of correct
programs and the certification of already developed programs. As discussed in Chapter 3, many

important theories and systems have been successfully developed over the recent years with Coq.

Coq uses a constructive logic and comes with a large standard library that defines funda-
mental data types (natural numbers, integers, booleans, lists etc), implements most operations
on them and proves their most important properties (INRIA, 2016). Also, there is a large set of
user contributions from the most diverse areas, which can be freely accessed and used (INRIA,
2015). Finally, Coq can be extended with different plug-ins that offer the user alternative (usually
higher-level) script languages (e.g. SSReflect, (WHITESIDE; ASPINALL; GROV, 2012)).

Theories can be compiled and stored in object files for efficient reuse in the Coq envi-
ronment. Also, Coq supports program extraction from terms/proofs into different commercial

computer programming languages.

Coq is implemented in the Ocaml functional programming language and supports higher-
order logic, dependent types, code extraction, proof automation and proof by reflection, thus
being a powerful tool suited for a wide range of applications. Despite its many advantages,
some critics consider the foundations of Coq too complicated to be understood and be used by
mathematicians. Also, the facts that Coq’s logic is constructive (except if explicitly required by
the user, one can not use the Law of the Excluded Middle) as opposed to classical logic, and also
that equality is intensional, as opposed to extensional (where different reduction strategies do
not have to be considered), are considered unrealistic and too distant from the universe of the
practicing mathematician (WIEDIJK, 2007).
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B.2 Organization

A formal development is normally constituted of a set of text files, identified by their
names, each of which groups all the declarations, definitions, lemmas and theorems (among
others) that have some main notion (an object, an operation etc) in common. These high-level
text files (with the extension “.v”’) can then be compiled into corresponding low-level ones (with
the suffix “.vo”). These low-level files can be imported with the command Require Import
<name> into the high-level ones, thus making all of its contents available. The same effect can
be obtained by using the command Include <name>, which acts as a macro expansion by
inserting the contents of the specified high-level text file in the exact point where the command
was issued. This, however, creates larger files and demands more processing.

The word Environment is used to denote the set of all global declarations and definitions
in a source file. Local declarations and definitions (with a restricted scope) can also exist, and for
that purpose Coq offers the Sect ion mechanism. Sections can be nested and all declarations
and definitions inside a section have their scope limited to it. The set of declarations and
definitions that are placed inside a section is called the Context. Thus, the construction of a proof
usually takes into account declarations and definitions of the current Context in addition to the
corresponding Environment (that is, global and local declarations and definitions).

A declaration is used to associate a type to an identifier. The identifier must be unique
and the association to the type is permanent. Differently from usual imperative programming
languages, values can not be assigned to these identifiers. For globally declared identifiers, the

keyword Parameter should be used:

Parameter n: nat.

Parameter f: nat — nat.

For locally declared identifiers, the keyword Parameter should be substituted by
Variable. Itis recommended, however, that the keywords Axiom and Hypothesis be used
when introducing global and local declarations in the case that they have a proposition as type.
In this situation they replace, respectively, the keywords Parameter and Variable with no
change in the semantics of the command.

As an example:
AxiomH:AAB — BAA.
should be preferred instead of:
Parameter HHAAB — B A A.
in an enviornment, and
Hypothesis H:AAB — B AA.
should be preferred instead of:

Variable H:AAB — B AA.
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in a context.
Definitions are used to a associate a term to an identifier, and have the same syntax both

for global and local scopes. The identifier is then called a constant.

Definition one:=S0.

Definition square:= funn:nat = nx*n.

The types of the identifiers are obtained from the corresponding terms, which must be
well-formed in the current environment and context. However, the syntax also allows for the

explicit type definition of the constant:

Definition one: nat:=S0.

Definition square: nat — nat:= fun n: nat = n *n.

Lemmas and theorems are global definitions with the particular characteristic that their
type is a proposition, the proposition that one wants to prove valid.

A section begins with the command Section <name> and ends with the command
End <name>. Sections can be nested and are also used to simplify the parametrization of
definitions and others, by considering the variable declarations that occur in it and their usage
inside it.

As an example, consider the definition of pair as the cartesian product of two types (in

this example, * represents the pair operator, not the multiplication symbol):
Definition pair (A B: Type): Type:= (A * B).

In this definition, pair is explicitly parametrized with types A and B. However, the

same definition could be made simpler with the aid of a section, as in:

Section example.
Variables A B: Type.
Definition pair: Type:=(A * B).

End example.

In both cases, pair represents the function that takes two types and returns the pair
type:
pair=funAB: Type = (A % B)

It is usual to start a source (“.v”) file with the description of all files that will have to
be loaded (either “.v”, if in source format, or “.vo” if in object format), followed by all the
declarations and definitions that will be used in it, then the most simple and independent lemmas
and finally the longest and more complex theorems. The order in which of these objects are
introduced reflects the dependency among them, since there is no forward referencing. A set
of high-level files is considered a valid formalization if all references, including those among
different files are correctly resolved and all names are correctly defined.

In the following example, Require Import and Include are Vernacular commands

used, respectively, to load external object and source files:
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Require Import <id>.
Include <id>.

Parameter <id>:i<type>.
Definition <id>i=<term>.

Lemma <id>: <type>.
Proof. <proof> Qed.

Theorem <id>: <type>.
Proof.<proof>Qed.

Environments and contexts are considered to be well-formed when the identifiers used in
declarations and definitions are all different and all terms are well-formed.

As a conclusion, it can be noted that Coq uses a simple and small set of commands to
organize the scripts. The mechanisms for splitting the formalization in different files are easy to
use, as well as the structuring command, which resembles the block commands found in most

imperative programming languges.

B.3 Graphical Interface

Coq can be used directly, as a text application, or indirectly, via a graphical interface.
Graphical interfaces are often more comfortable to use, help to improve the user productivity
and offer additional tools, such as menus and shortcuts to most the used commands. Among
the most popular graphical interfces for Coq, we find the Proof General Emacs extension and
CoqIDE. In both cases, the layout of the user interface consists of three different areas in the
same window, as shown in Figure B.1.

The left-hand side of the window is used to place and edit the current script. It is the area
where the user writes down his declarations, definitions, statements, programs, proof scripts etc.
Its contents are processed line by line and gets locked once it has been accepted by the system
(Figure B.2). Errors are informed to the user in the lower right-hand side of the window, and the
user is prevented of advancing.

The upper right-hand area is reserved to display the current set of assumptions along with
the current goal (the one that lies in the top of the stack). This area is affected by the processing
of the contents in the left-hand side. Depending on the tactics or commands used, there might

be changes, deletion or creation of new assumptions, as well as changes in the current goal,
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Figure B.1: Layout of the CoqIDE
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Figure B.2: Layout of the CoqIDE during a proof
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substituting it by a set of new subgoals or simply by eliminating it.

The upper right-hand area is furher detailed in Figure B.3. In the top we find the set of
named assumptions available to the current proof. This set might be initially empty or contain
axioms that will be taken into account during the proof. The order of the assumptions is not
important and can be easily changed with specific commands. The line in the bottom separates
the assumptions from the current goal. Initially, the current goal is the original proposition to
be proved. A set of tactics is then applied in order to create new assumptions, in case that is
necessary, and to prove the current goal. This can be done by generating new assumptions that

get closer to the current goal (forward reasoning), or by simplifying the current goal in order
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Figure B.3: Hypotheses and current goal during a proof
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to approximate it to the available assumptions (backward reasoning). In the latter case, the
simplification may generate multiple new subgoals, which are kept in a stack and proved in
reverse order, one by one, according to the corresponding set of assumptions. A proof is finished
when the last subgoal is proved.

The IDE is intuitive and can be easily mastered. It can be used to interactively write
scripts, check their correctness and make the necessary corrections in the same environment. It
includes shortcuts and buttons that make navigation even easier, and menus that can be used
to further improve productivity. More information about CoqIDE can be found in the Coq
Reference Manual (THE COQ DEVELOPMENT TEAM, 2015).

B.4 Vernacular

The Vernacular language comprises a set of commands that can be issued the by user with
different purposes. They can be used to manipulate goals and hypotheses, to define new objects,
to structure and organize the source files and to retrieve information, among others. Examples
of the first category will be described in Section B.4.1 and of the others in Section B.4.3. The
mechanism offered by Vernacular to improve the structure of the proof scripts, which has been
extensively used in this formalization, is briefly presented in Section B.4.2. An extensive list of
commands and their variants, with detailed semantics, can be found in the Reference Manual
(THE COQ DEVELOPMENT TEAM, 2015).

All commands start with a keyword, are followed by zero or more arguments and are
usually finished with the dot symbol ().

B.4.1 Tactics

Commands used to indirectly construct proof terms are called factics. A collection of
tactics is related by a set of tacticals that establish the execution order for these tactics. The most
important tactical is the sequence tactical: the next tactic is executed only when the previous

finishes its execution.
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Tactics implement inference rules of the CC, and serve to ease the construction of proof
terms by abstracting details and allowing the user to concentrate on the higher level aspects of
his proofs. This way, proof terms do not have to be constructed directly by the user. Instead, they
are automatically generated as the result of the sequence of tactics supplied by the user.

Tactics manipulate the hypotheses in the environment/context, the current goal or both,
giving rise to new hypotheses and new subgoals. Eventually, a tactics may prove the curent goal
and thus finish the proof in case there are no pending subgoals.

Coq has a large set of tactics, with many variants and some times a complex semantics.
The most frequently used tactics in this formalization are summarized and briefly described
below, in alphabetical order. Most of them have arguments and variants, which are not described
here. Some refer to the corresponding inference rule(s) of the Natural Deduction that they

implement (see Section A.S).

m apply: used to prove the current goal by matching it to the conclusion of an
implication. In this case, the premise of the implication becomes the new goal to
be proved. Can also be used to generate a new hypothesis by matching the premise
of the implication to some other hypothesis already in the context. Corresponds to
the application of the elimination rule for the universal quantifier (VE) from Natural

Deduction.

m assert: used to introduce a new named hypothesis in the context; the newly
introduced proposition is put on top of the current stack of subgoals and must be

proved before the others.

» change: used to substitute a subterm of another term by another subterm, if this new
subterm is well-formed and the subterms are mutually convertible. Can be applied to

the current goal or any hypothesis.

m congruence: used when the current subgoal is an equality. Tries to prove the
current goal by finding in the context a set of equalities from which a proof of the

current subgoal can be inferred.

s contradiction: used when the context contains a proof of False or any term
that can be reduced to it. The current subgoal is automatically proved. Corresponds

to the application of the elimination rule for False (_LE) from Natural Deduction.

s destruct: takes an inductive type as argument and substitutes the current goal by
as many new subgoals as there are constructors in the type definition, one for each
constructor. Can also be applied to hypotheses in the context. Corresponds, among
others, to the application of the elimination rule for the conjunction (AE; and AE>),
the elimination rule for the existential quantifier (3 E£') and the elimination rule for the

disjunction (VE) from Natural Deduction.
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» discriminate: used to prove the current goal in the case that the context con-
tains an equality of structurally different terms constructed from the same inductive

definition.

m exact: proves the current subgoal by naming the corresponding proof term in the

context.

» exists: used to supply a value to a variable of an existential quantifier in the current
subgoal. Corresponds to the application of the introduction rule for the existential

quantifier (37) from Natural Deduction.

m generalize: used to generalize a subterm of the current subgoal by creating a

new bound variable and introducing a universal quantification.

s induction: applies an induction principle associated to an inductive type or
inductive proposition and generates new subgoals. Used to construct proofs by

induction (see Section B.6).

» intros: used mainly when the current goal is a dependent or a non-dependent
product; it extracts bound variables and premises and transfers them to the local
context as named hypotheses, thus simplifying the current goal and populating the
context. Corresponds to the application of the introduction rule for the universal

quantifier (VI) from Natural Deduction.

m inversion: is applied to an inductive proposition in the context, and is used to
generate new subgoals, one for each constructor of the corresponding inductive
definition. New hypotheses are also generated in order to fully characterize the use

of each constructor.

s left: used to prove the left-hand side of the current subgoal, if it is a disjuction.
Corresponds to the application of the introduction rule for the disjunction (VI;) from

Natural Deduction.

= omega: proves the current subgoal in case it is (i) quantifier free, (ii) contains only
common logical connectives, (iii) uses equalities and inequalities with the base type
nat, and (iv) the facts available in the context provide the necessary conditions for

the proof.

» reflexivity: proves the current subgoal if it is an equality with the same term

on both sides.

m remember: extracts a subterm of the current subgoal or hypotheses and associates

it to a new name in the current context.
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s replace: used to substitute a subterm of a term by another subterm, if this new
subterm is well-formed and the subterms are mutually convertible. Can be applied to
the current goal or any hypothesis and, differently from change, a new subgoal is
generated and the equalitiy of the subterms must be proved before the substitution

occurs.

» rewrite: substitutes one subterm by another, based on an equality of these subterms

already present in the context.

» right: used to prove the right-hand side of the current subgoal, if it is a disjuction.
Corresponds to the application of the introduction rule for the disjunction (V1) from

Natural Deduction.
» simpl: used to simplify the current subgoal or any hypotheses.

s specialize: used to provide a proof of a premise to a proof of an implication
already in the context. This latter proof is then transformed in a proof of its conclusion

only.

» split: used when the current subgoal is a conjunction; creates two new subgoals,
one for each component of the conjunction. Corresponds to the application of the

introduction rule for the conjunction (Af) from Natural Deduction.
» symmetry: changes the order of the subterms in an equality in the current subgoal.

» unfold: substitutes a name for its definition in the curent subgoal or hypotheses.

B.4.2 Structure

As a proof script grows in size and complexity, it is convenient to use syntactical
conventions that approximate its static structure to its dynamic behaviour. This allows the user to
have a better understanding of the proof structure, improving the readability and maintenability
of the proof script.

A proof script is normally a sequence of tactics that are applied, one at a time, to a stack
of goals. Some tactics might just change the goal on top of the stack, remove one or more
subgoals from the top of the stack or still add new goals to the top of the stack. The proof is
finished when the stack is empty.

Thus, the proof script (implicitly) creates a proof tree, where one goal might be split in
one or more new goals. In order to keep track of which tactics are being used to prove what
goals, Vernacular provides bullets that can be used to focus on the current goal, ignoring the rest.
Bullets in the same level (represented by the same symbol) are used to relate different goals that

have originated from the same goal. The bullets used by Coq are —, + and *, and have no special
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meaning except as a structuring mechanism. They can be used in any order, however this order

must be respected during the proof.

As an example, consider the following proof script (for an introduction to the semantics

of the proof script, please refer to Section B.6):

Lemma example:

Vabcd: Prop,
(a—>(@a—b)mc—=(c—>d)—=(aAb)A(cAd)).
Proof.

introsabcdHl H2 H3 H4.
split.

split.

exact HI.

apply H2.

exact HI.

split.

exact H3.

apply H4.

exact H3.

The script above can be rewritten, using bullets, in such a way that is becomes clear that

each split generates two new subgoals, and how each of these is proved:

Lemma example:
Vabcd: Prop,
(a—>(@a—b)mc—=(c—>d)—(aAb)A(cAd)).
Proof.
introsabcdHl H2 H3 H4.
split.
— split.
+ exact HI.
+ apply H2.
exact HI.
— split.
+ exact H3.
+ apply H4.
exact H3.
Qed.

Indentation is free and optional, and of course can be used in order to further improve

the readability of the script.
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B.4.3 Commands

The following are the main commands used to define new objects in the formalization:

» Definition: used to associate an identifier to a term (including non recursive
functions). Type information is optional, since it can be retrieved from the term if it

is well-formed.

Definition one:=S0.
Definition one:nat:=S0.

Definition square:=fun x: nat = x * x.

m Variable: used to introduce a new identifier with the corresponding type in the
context (inside a section). Objects that refer to such an identifer inside the section are

parametrized with respect to the identifier when used outside the section.

Variable x: Prop.

s Parameter: used to introduce a new identifier with the corresponding type in the

environment (outside a section).

Parameter y: Prop — Prop.

» Notation: an abbreviation for a more complex expression; notations exist only

inside sections and disappear when they are closed.

Notationnatlist2:=(list (list nat)).

m Record: acollection of values stored in different fields of the same structure with
possibly different types and accessed by different names. May include predicates

that control the relationship between the values of the fields.

Record coordinates: Set = {
p: nat;
g: nat;
r: nat }.

Definition c: coordinates:={lp:=1; q=2; r:=31}.

s Inductive: used to initiate the definition of an inductive type or an inductively
defined proposition. Consists of a set of constructors that inductively define all the
inhabitants of the type (see Section B.5.2 and Section B.5.3).

s Fixpoint: used for the declaration of recursive functions; contains a list of pa-
rameters and must terminate after a finite number of calls. The termination should

be verified by ensuring that sucessive calls are made with “smaller” values of some
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parameter. In the following example, fact is called with successively smaller values
of a natural number, and this guarantees that the function always terminates despite

the value of the argument in the initial call.

Fixpoint fact (n: nat): nat:=
matchnwith
|l 0=1
| Sm=n=*factm

end.

» Lemma: used to introduce a new lemma statement and its proof; the lemma should
have a name and be associated to a well-formed proposition. The proof starts after

the keyword Proof and finishes before the keyword Qed.

Lemma example:

Vabc: Prop,
(a—=>MmO—0c)—=>Mm—(a—o).
Proof.

introsabcHIl H2 H3.
apply HI.

— exact H3.

— exact H2.

Qed.

s Theorem: same as Lemma; the selection of one or another reflects the importance

of the proposition in the context of the formalization and is a purely personal choice.

Theorem example:
Vabc: Prop,
(a—=O—=0c)—=>0m—(a—0).

m Proof: starts the construction of the proof term for the corresponding proposition;
it should be followed by a sequence of tactics that instruct the system on how to build

the proof term.

» Qed: finishes the current proof in case there are no remaining subgoals; also, it checks

that the constructed proof term is well-formed and stores it for future references.

The next set of commands is used to structure and organize the formalization inside a

source file and among different files:

m Require Import: imports all definitions of the argument file (in its compiled

version), thus making them available to the file where the command was issued.

Require Import Omega.
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s Section: initiates a new block in the source file, where local definitions can be
created and stored. The section is identified by the argument name, and must be

closed with the command End.

Section Simplification.

s End: closes the current section. The name used must be the same used in the

corresponding Sect ion command.

End Simplification.

Finally, we present a set of commands that is used to retrieve information from objects

of the formalization:

m Check: returns the type or sort of the argument term.

Check (fun x: nat = x).

fun X : nat = x: nat — nat

ms Print: returns the term associated to the argument.

Print list.

Inductive list (A: Type): Type :=
nil: listA

| cons:A—1listA—1listA

B.5 Gallina

Gallina 1s the formal language used by Coq to represent types, propositions, terms and
proofs. It is a direct implementation of the Calculus of Inductive Constructions introduced in
Section A.7. With it, one can create definitions (constants, functions, types, predicates etc) and
prove lemmas and theorems about them, thus defining whole theories. It can also be used to
construct programs that satisfy specifications, or simply to check that a program implements
a specification. Gallina can be manipulated directly, when the user describes his objects, or

indirectly, when the manipulation is done via the tactics language of Vernacular.

B.5.1 Types and Propositions

Every term in Coq, no matter if it is an expression or a type, has a type. Thus, proofs,
programs, propositions and even types have types. The type of a type is called a sort.

The notation a : A is used to express the fact that term a has type A. It can also be
interpreted as the fact that a is a proof of proposition A. The base of the type system of Coq are
the sorts Set, Prop and Type, asin A: Type.
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The type inference rule Var (presented in Section A.7.3 and Section A.7.4) is used to
introduce new identifiers in the context, along with their types. Type represents a family of
sorts, namely all sorts T'ype(i),i > 1. Sorts Prop and Set are of type Type (1), represented
by Coq as simply Type:

Check Set.
Set: Type.

Check Prop.
Prop: Type.

Also, the type of Type is Type:

Check Type.
Type: Type.

In this case, however, the Type to the left of : is an abbreviation for Type (i), for
some i, and the Type to the right of : is an abbreviation for Type (i+1), for the same value
of i.

New types can be constructed through the use of different operators. The first one is the
arrow type, used to represent simultaneously the type of functions and also the logic connective
of implication.

As an example, lets consider:

A: Set
B: Set
f: A—B
a: A

Then, the term (f a), which represents the application of term f to term a, is of type
B and corresponds to the application of the type inference rule App.

Now, suppose that:

A: Prop
B: Prop
f: A—=B
a: A

In this case, a is a proof of proposition A and (f a), which is also an application of
term f to term a, is a proof of proposition B.
In both cases, A —> B is the type of functions that map from A to B, and its interpretation

depends on the sorts of A and B. The rule Lam is used to specify the type of such a function:

fun a: A => b: A -> B
Vv WV
program specification
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fun a: A => b:A —> B

~
proof proposition

The keyword fun and the symbol => represent, respectively, the symbols A and - of the
lambda-calculus. They are followed by the list of parameters of the function and the term that
yields the result. Thus, fun a:A=>b corresponds to the lambda-term Aa?.b.

Propositions are formulas that represent logical statements and can be parametrized with
a number or arguments. A proposition is well-formed is it is formed in accordance to the typing
rules of the underlying theory. Besides the implication connective, introduced in Section A.7.4,
the inductively defined connectives presented in Section B.5.3 (conjunction, disjunction, negation
and existential quantification), along with the primitive universal quantification, can also be used
to form more complex propositions and thus richer types.

A proposition is an element of the sort Prop. A term whose type is a proposition is a
proof of the proposition. In other words, a proposition is the type of all proofs of that proposition.

As an example, consider:

Parameter AB: Prop.

Definition and_comm: Prop:=AAB —BAA.

In this case, the constant and_comm is the name used to refer to the proposition A/ \B
—> B/\A. Suppose now that H: and_comm. Then, H is a proof of proposition and_ comm.
Since this is essentially an implication, the proof is a function that maps a proof of A/\B to a
proof of B/ \A:

funH: AAB =
conj
((fun HO : B=HO0)match Hwith
| conj_ x0 = x0
end)
((funHO: A =HO0)matchHwith
| conjx_=x

end)

Note that the function con j (which represents a constructor of the inductively defined
proposition and) is used in the construction of the proof. The match command (see Sec-
tion B.5.5) is used to retrieve, respectively, the proof of B and the proof of A before applying the
conj constructor to return the proof of B/ \A. Naturally, the type of this function is A/\B ->
B/\A.

B.5.2 Inductively Defined Types

New types can be defined inductively by providing a finite number of constructors (fresh

identifiers) that can be used to create a finite or an infinite number of inhabitants for the type. A
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constructor can be a single inhabitant of the type, or a function that generates new inhabitants of
the type according to some arguments.
As an example of an inductive definition that has a finite number of inhabitants, lets

consider the bool type:

Inductive boolean: Type:=
| false:boolean

| true:boolean.

Variable x:boolean.

Definition f:boolean:= false.

In this case, false and t rue are two constructors that have no arguments and define
the only two inhabitants of this type, respectively false and true. Then we can define a
variable x of type bool and also a constant £ of type bool and value false. This inductive
definition represents the type bool with values false and true.

The next example is the inductive definition of a natural number (nat). This type is
essentially different from boo1l, as it has an infinite number of inhabitants. In order to achieve
this, we will still use two constuctors, however the second constructor will be defined as a
function that takes an inhabitant of type nat and returns another inhabitant of the same type.
Thus, successive applications of this function will generate all inhabitants of the type, in a direct

analogy to the unary representation of natural numbers.

Inductive nat: Type:=
| O: nat

| S: nat — nat.

Variable y: nat.
Definition zero: nat:=0.
Definition one:nat:=S zero.

Definition two: nat:=S one.

Observe that O is the base element of the type and represents the number O (zero).
Constructor S (successor) is a function that takes a natural number as argument and generates a
new natural number. This way, variable y can be declared with type nat, the constant zero
can be defined directly, the constant one can be defined as the successor of zero and two as
the successor of one. This inductive definition represents the type nat with values { 0, 1, 2, 3,
...} respectively denoted by 0, S 0,S S 0,S S S Oetc.

Differently from the previous examples, a 1ist is a type that is parametrized by another
type (in this case, A). This means that the type 1ist can be used to build inhabitants that are
lists of inhabitants taken from another type, and this characterises an example of a polymorphic
type:

Inductive list (A: Type): Type =
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| nil: list A
| cons:A —1listA—1listA.

Constructor nil represents the empty list. Constructor cons takes two arguments,
respectively an inhabitant of type A and a list of inhabitants of type A), and returns a list of
inhabitants of type A. This represents the inclusion of a new element in an existing list.

For example, the following definitions create a list of naturals (1ist_of_nat) and
represent some of its elements (respectively the empty list, the list of the single element 1 and
the list with elements 2 and 3):

Definition list_of_nat: Type:=1list nat.

Definition 1_empty: list_of_nat:=nil nat.
Definition1_1:1ist_of_nat:=cons nat (S0)1l_empty.
Definitionl_ 2 3:1ist_of_nat:=

cons nat (S (50)) (cons nat (S(S(S0)) 1_empty).

Other examples of inductive types that have been extensively used in this formalization
are the polymorphic types such as the cartesian product, the disjoint sum and the option. They
are polymorphic because the type being defined depends on another type (or types), as shown in

the previous list example.

» Cartesian product:

Inductive prod (A B: Type): Type:=
| pair:A — B — A *B.

= Disjoint sum:

Inductive sum (A B: Type): Type:=
| inl:A—A+B
| inr:B — A+ B.

= Option:

Inductive option (A: Type): Type:=
| Some: A — optionA

| None: option A.

Symbol * is used as a notation for prod (that is, A+B is the same as prod A B) and,
similarly, symbol + is a notation for sum A B. The option type is used to simulate partial
functions, since Coq deals only with total functions. In this case, constructors Some and None

are used to represent partial mappings.
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B.5.3 Inductively Defined Propositions

An inductively defined proposition is a family of propositions that is indexed by some
parameters and conveniently defined in an inductive way. A parametrized proposition is also
called a predicate, and corresponds to the notion of a predicate in the programming language
Prolog.

As an example, the following definition represents a famility of propositions that relates
two natural numbers i and j in such that j occupies the ith position in a Fibonacci series
0,1,1,2,3,5,...):

Inductive fibonacci: nat — nat — Prop:=
| fib_0:
fibonacci 10
| fib_1:
fibonacci 21
| fib_sum:
V i ab: nat,
fibonacciia—
fibonacci(Si)b —
fibonacci (S (S i)) (a +b).

According to this definition, fibonacci 1 0, fibonacci 2 1 are valid proposi-
tions, since 0 and 1 are, respectively, the first and second elements of the series. This fact results
directly from constructors £ib_0 and £ib_1, since they have no dependencies. Constructor
fib_sum, on the other hand, states that if fibonacci i a and fibonacci (S i) b
are valid propositions, so is fibonacci (S (S 1)) (a + b).From this constructor we
can then prove, for example, that fibonacci 3 1, fibonacci 4 2 and fibonacci 5
3 are also valid propositions. Thus, the inductive definition above represents an infinite family
of propositions fibonacci x vy relating sequence numbers to values in a Fibonacci series,
such that x is the index and v is the corresponding value.

Except for the implication, all other logical connectives used in Coq are inductively
defined propositions that depend only on the primitive notion of the the universal quantifier
implemented in the core system. These connectives are used to build more complex propositions
and specifications.

Conjunction 1s represented by the inductive definition and with the single constructor
conj (A is a notation for and, thus and a b is the same as a A b). This definition is
an inductive implementation of the introduction rule for the conjunction (A I) from Natural

Deduction (see Section A.5).

Inductive and (AB:Prop): Prop :=
| conj:A—+B—AAB
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Disjunction is represented by the inductive definition or with constructors or_introl
and or_intror (V is a notation for or, thus or a b is the same as a V b). The two
constructors relate directly to the two introduction rules for the disjunction (V1 and V1) from

Natural Deduction.

Inductive or (A B: Prop): Prop =
| or_introl:A—AVB
| or_intror:B—AVB

Negation, represented by symbol ~, is an abbreviation for implication to false:
~A =A —-> false

Existential quantifier is represented by the inductive definition ex with constructor
ex_intro (3 is a notation for exists, thus exists x,Px is the same as d x, Px). It
relates to the introduction rule for the existential quantifier (3 I) from Natural Deduction,

however using as hypothesis a universal quantification for the same proposition.

Inductive ex (A: Type) (P: A — Prop): Prop:=
| ex_intro:Vx:A Px—3dx,Px

Finally, even True and False are not primitive terms, they are inductively defined as:

Inductive True: Prop:=

| I: True

Inductive False: Prop:=

Observe that True has only one constructor (I), while False has no constructors at
all.

B.5.4 Programs and Proofs

Programs and proofs also share the same structure, as happens with types and propo-
sitions. Their definition is obtained through the use of the rules Lam and App, with some
extensions such as the one used for case analysis (see Section B.5.5). The syntax used by Gallina
to represent programs and proofs is presented in the next example.

Consider the following lemma:

Lemma example:
YV abc: Prop,
(a—=>MO—c)—=MO—(a—o0).

The proof of this lemma (or the program that complies to this specification) is the term:

fun(abc: Prop)(Hl:a —b—c)(H2 :b) (H3: a) = H1 H3 H2
:Vabcec: Prop,(@a—b—c)—b—a—c
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which can be understood, according to the Curry-Howard Isomorphism, as either:

= A term that takes as arguments a function H1 of type a — b — ¢, a value H2 of type
b and a value H3 of type a, and maps to the application (H1(H3H2)) which is a

value of type c, or

= A term that takes as arguments a proof H'1 of the implication a = b = ¢, a proof H2
of b and a proof H3 of a, and maps to the application (H1(H3H?2)) which is a proof
of c.

The syntax used by Gallina to represent abstractions is as follows: the keyword fun
is used to start a new abstraction declaration. The items between parentheses are its named
parameters, along with the corresponding types. The symbol => introduces the body of the
abstraction, that is, the term that the abstraction maps to, in this case the application (H1 H3)
H2 or simply H1 H3 H2 since application is left associative. The type of this abtraction (a
dependent product) comes in the second line, after the : symbol.

For recursive function definitions, the keyword f i x, followed by the name of the function,
should be used in the place of fun. The next example corresponds to a Gallina program that

computes the factorial of a number:

fix fact (n: nat): nat:=
matchnwith

I 0=1

| Sm=n=*factm

end

. nat — nat

This program is constructed by Coq automatically from the corresponding definition in
Vernacular, using the keyword Fixpoint.

Functions in Coq represent the notion of an algorithm, and not the mathematical concept
of an abstract mapping between sets, represented by a subset of the cartesian product of these
sets. This corresponds, respectively, to the difference between the intensional and extensional
definitions of equality, of which the first is adopted by Coq. All functions are total, and partial
functions can only be simulated using the opt i on type constructor. Finally, all functions must
provably terminate after a finite number of interactions.

In summary, Gallina is a functional language and its functions are extensions of the

Typed Lambda Calculus.

B.5.5 Case Analysis

Case analysis can be used to inspect the structure of an inductive term, and considers all

the constructors that could have been used for this term. For each constructor, a different branch
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is executed and yields the value of a different term. The keyword mat ch is used to introduce
the term that will be inspected.

As an example, consider the following function definition:

Definition negb (b: bool):=
matchbwith

| false = true

| true = false

end.

Function negb maps b of type bool to the negation of its value. This is done by first
checking the current value of b. If it is false, then negb evaluates to true. If it is t rue,
then negb evaluates to false.

The syntax of a mat ch mechanism is as follows: the term to be inspected (which must
be of an inductive type) comes between match and with. Every possible form of the term
must be considered in a sequence that starts with the symbol |. To the left of the symbol => we
find the particular constructor selected, with the corresponding arguments, and to the right we
find the term associated. The keywork end must be used after the final branch.

A slightly more complex example uses type nat:

Definition succ (n: nat):=
matchnwith

| 0=0

| Sn=3S5(Sn)

end.

Function succ has a parameter n of type nat, and evaluates to O (zero) if n is zero,
otherwise n+1 (or S (S (n) ) ) if n is greater than zero (that is, if n is the successor of some
value, as indicated by S (n) ).

Case analysis is also an important proof technique. The tactic destruct (and its
simpler version case) can be used to do case analysis of an inductively defined term in a proof.

For example, in the lemma:

Lemma true_or_false:

Y b: bool, b=true Vb=false.
Proof.

intros b.

destruct b.

— left. reflexivity.

— right. reflexivity.

Qed.

the tactic destruct b substitutes the current goal b = true \/ b = false by the

two subgoals true = true \/ true = false and false = true \/ false =
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false, each of which corresponds to a particular value (constructor) of b, so that they can then
be easily proved.

For inductively defined propositions, the inversion tactic is used in order to generate
and examine all the valid possibilities that could result in the term being inspected, and corre-
sponds to a special kind of case analysis that is very useful in the construction of proof scripts in

the presence of predicates.

B.5.6 Induction Principles

Every inductive definition (type or proposition) has associated an induction principle
(composed by a term and its type) that can be used to prove propositions that depend on these
definitions. Induction principles are constructed automatically by Coq and become available to
the user as soon as the inductive definition is processed.

As an example, the type of the induction principle for the bool type is:
V P: bool - Prop,P true =P false -+Vb:bool,Pb

This induction principle states that, for any property that maps a boolean value to a
proposition (represented by P above), the proofs that this proposition holds for true and
false are necessary and sufficient conditions for the property to hold for any boolean value.
Since bool is a finite type, this is not a surprise. However, infinite types also benefit from the
use of induction principles, and indeed this is their main application.

Type nat, for example, consists of an infinite set of values. If P is now a property that
maps from nat to Prop, the proof that this property holds for all elements of nat can be

obtained by using the corresponding induction principle for nat:

YV P: nat = Prop,
PO—(V n:nat,Pn—-P(Sn)) >Vn: nat,Pn

In this case, the induction principle requires (i) a proof that P holds for the base element
of the type (0) and also (ii) a proof that if P holds for some n, then P also holds for the sucessor
of n. This clearly proves that P holds for all elements of nat.

Proofs by induction over types and propositions were extensively used in the formal-
ization. In most situations, the default induction principle was used, however in a few cases a
different and specialized induction principle had to be defined. This is also the case when mutual

inductive definitions were used.

B.6 Reasoning

Let us now see, step by step, how a proof term can be constructed using the basic tactics
of Vernacular. Consider the following script, which is used to build a proof of a simple statement

from the Propositional Logic:
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Lemma example:
Vabc: Prop,
(a—=O—=c)m—=(a—=>0OA)).
Proof.
intros abcHIl H2 H3.
split.
— exact H2.
— apply HI1.

+ exact H3.

+ exact H2.
Qed.

The syntax of this example is straightforward: the keyword Lemma introduces the name
of the proposition to be proved, Proof indicates the beginning of the proof script and Qed
indicates the end of the proof. The name of the proposition to be proved is example, and
forall a b c:Prop, (a—> (b->c))—> (b—>(a—> (b/\c))) is the proposition to be
proved. When this example is placed in the editing area of CoqIDE, we have the result shown in
(Figure B.4).

Observe, also in Figure B.4, that a portion of the script is marked in green, while the rest
is not. This is because the first three lines have already been processed by Coq, and the result is
that this area is now locked (that is, can not be changed by the user) and, in the right side, the

proposition to be proved appears as the initial goal.

To move further (that is, to have Coq process the next line of the script), it is sufficient to
click in the down-arrow button (the third from left to right) or use a configurable shortcut. To
go back (that is, to undo the processing of the last line marked in green) one should click in the

up-arrow button or use the corresponding shortcut.

The processing of tactic intros a b ¢ H1 H2 H3removes premises from the goal
and puts them in the context in the form of named hypotheses. It uses the VI rule for backward
reasoning: a proof of the implication will be constructed (using the VI rule) if a proof term can
be obtained for the conclusion, in the context of the premises of the implication. In this case, the
names selected for the variables of the universal quantification (a b c¢) were the same used in

the goal. The other three names (H1 H2 H3) were freely selected by the user (Figure B.5).

The split tactic is then used to create two new subgoals from the current goal that is a
conjunction (Figure B.6). Observe that goal b/ \ ¢ has been substitued by subgoals b and c, of
which b is the first one to be considered. This corresponds to the application of rule Al

The subgoal b is easily proved by tactic exact H2, as H2 is a proof of b already
available in the context (Figure B.7 and Figure B.8). This concludes the proof of the first subgoal,
and since the goal stack is not empty, the second subgoal shows up with the corresponding

context.
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The second subgoal c requires the application of H1, which in turn creates two new
subgoals: one is the proof of a and the other is the proof of b (Figure B.9 and Figure B.10). This
corresponds to the application of the VE rule, which in turn demands proofs of a and b.

These two proofs can be found in the context, under the names H3 and H2 respectively
(Figure B.11, Figure B.12, Figure B.13 and Figure B.14), and solving the subgoals can be done
easily by invoking twice the tactic exact with the corresponding arguments.

After this, the goal stack becomes empty and the proof reaches an end. The Qed tactic
checks the proof script again, builds the proof term according to the sequence of tactics used,
and stores it for future use (Figure B.15).

The proof term that was built can then be retrieved with the command Print example,

which yields:

example =
fun(abc: Prop)(Hl:a —b—c)(H2:b) (H3: a) = conj H2 (H1 H3 H2)
:Vabcec: Prop,(@—=>b—c)—>b—a—>bAc

The proof term (the second line above) is a function with six parameters (of types
respectively Prop, Prop, Prop, a->b —->c, b and a) that maps to the expression conj
H2 (H1 H3 H2), where con7 is the constructor of the inductively defined proposition and,
which corresponds to the logical connective A. Observe that the proof term contains instances of
the VI and VE rules, and also that the type of this function (in the third line) is the proposition
that was proved.

Figure B.4: Start of the proof
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split.
- exact H2.
- apply H1.
+ exact H3.
+ exact H2.
Qed.
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Source: the author

Proof by induction is a common proof technique in mathematics and was extensively
used in this formalization. It requires the demonstration that some property, expressed as a
proposition, holds for all elements of an inductively defined set (in this case, an inductively
defined type or proposition). For this, Coq offers the high-level tactic induction. When

invoked, this tactic identifies the property that must be proved in the current goal, applies the



252 APPENDIX B. THE COQ PROOF ASSISTANT

Figure B.5: After intros
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Figure B.6: After split
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induction principle associated to corresponding type or proposition, creates one new subgoal for
each constructor of the definition and, for each of these, introduces the new hypotheses in the
context and requires that the user builds the proof for each subgoal.

In what follows, the symbol >= is a notation for the predicate ge, which in turn is defined
in terms of the inductively defined predicate 1e with constructors 1e_n and le_S. The symbol
<= is a notation for the predicate le:

Definition ge (nm: nat):=m < n.
Inductive le (n:nat): nat — Prop =
| le n:n<n

| le.S:Vm: nat, n<m—=n<Sm

The next example illustrates the use of the induction tactic in the proof of the

property Vx,x*x > x over naturals (some simple lemmas not presented before have been used).
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Figure B.7: Before exact H2
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Subsequently, new versions of this proof will be constructed with the elim and the apply
tactics. The induction principle for nat (see Section B.5.6) is implicitely used in the first two
versions of the proof, and explicitly used in the third version.

Lemma ex_induction:
V x: nat,x * x > x.
Proof.
intros x.
induction x.
— simpl.
apply le_n.
—replace(Sx*Sx)with(x*xx+x+x+1).
+ apply le_plus_trans with (p:=x) in IHx.
apply le_plus_trans with (p:=x) in IHx.
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Figure B.9: Before apply H1
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apply plus_le_compat_r with (p:=1) in IHx.

replace (S x)with (x + 1).

* exact IHx.

* omega.

+ replace (S x)with (x+1).

* rewritemult_plus_distr_r.
rewritemult_plus_distr_]1.
omega.

* omega.

Qed.

The tactic e1lim is similar to induction, with the difference that the assumptions of

the goal are not automatically brought into the context. For this, we have to use a int ros tactic:

Lemma ex_elim:
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Figure B.11: Before exact H3
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Proof.
intros x.
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— simpl.
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replace(Sn*Sn)with(h*n+n+n+1).

+ apply le_plus_trans with (p:=n) in IHn.

apply le_plus_trans with (p:=n) in IHn.

apply plus_le_compat_r with (p:=1) in IHn.

replace (Sn)with (n+1).

* exact IHn.
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Figure B.13: Before exact H2
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Figure B.14: After exact H2
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Lenmz example: No more subgoals.
forall a b c: Prop,
(a-> (b ->c)) -> (b ->{a -> (b /\c))).
Proof.
intros a b ¢ H1 H2 H3.
split.
- exact H2.
- apply H1.
+ exact H3.
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Qed.
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* omega.
+ replace (Sn)with (n+1).

* rewritemult_plus_distr_r.
rewritemult_plus_distr_]1.
omega.

* omega.

Qed.

Finally, the proof could have been done without using both induction and elim.
Instead, the apply tactic with a reference to the name of the correct induction principle (which

in this case is nat_ind) would result in a similar proof:

Lemma ex_apply:
V x: nat, x * x > x.

Proof.
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Figure B.15: End of the proof

Coqlde — a x
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E*scratch*}

Lemmz example:
forall a b c¢: Prop,
(a -> (b ->c)) > (b ->(a -> (b /\ c))).
Proof.
intros a b ¢ H1 H2 H3.
split.
- exact H2.
- apply H1.
+ exact H3.
+ exact H2.
Qed.|

lexample 1s defined

Ready ybine: 11 Char: sl Coqlde swﬂed

Source: the author

intros x.

(« NEW *) generalize x.
(» NEW *) apply nat_ind.
— simpl.

apply le_n.

— (# NEW %) intros n IHn.

replace(Sn*Sn)with(n*xn+n+n+ 1)

+ apply le_plus_trans with (p:=n) in IHn.
apply le_plus_trans with (p:=n) in IHn.
Search (_<_).
apply plus_le_compat_r with (p:=1) in IHn.
replace (Sn)with (n+1).

* exact IHn.
* omega.

+ replace (Sn)with (n+1).

* rewritemult_plus_distr_r.
rewritemult_plus_distr_]1.
omega.

* omega.

Qed.

Observe, in this case, the necessity of generalizing the goal on x, and also invoking

explicitly the induction principle required for he proof.
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B.7 Computing

Gallina can be used to represent programs (terms) that can be computed (by means of
mechanisms similar to the substitutions of the lambda calculus). Thus, it is suitable also as a
functional programming language. Although computation is not the main objective of Coq, it
is important as an auxiliary tool in reasoning because some proofs can benefit from some kind
of computation. Also, computing in Coq enables the user to experiment and check function
defintions before advancing with the formalization. Gallina does not offer special features for
data input or output, as in plain functional programming.

Computation is done via a series of reductions of four different kinds, depending on
the type of substitution that is considered. Also, different strategies can be selected by the
users (call-by-value, lazy etc). Coq has the strong normalization property, which means that all
computations terminate, leading to the normal form of the original term. A normal form is a
term that can not be further simplified and represents the final value of the computation. This
characteristic is important in order to ensure the consistency of the system, however represents
a limitation in its expressive power, in the sense that not all computations can be carried out
in Coq (and this refers to the computations that do not reach an end). This is in opposition to
computation that can be defined in most programming languages. Still, it is expressive enough
in order to cope with different needs and uses.

The basic interaction command for doing computation in Vernacular is the Eval
compute 1in, for a call-by-value term evaluation. It takes an expression as argument and
reduces it to its normal form. As an example, consider the factorial function defined in Sec-

tion B.5.4. The factorial of 5 can be computed by typing:

Eval compute in fact 5.

The result, 120, is printed as an immediate consequence.

Computation in proof scripts (that is, the simplification of terms in the current goal
or any of the hypotheses) can be done by invoking tactics such as simpl, red, compute,
vm_compute, cbv and 1lazy, depending on the kind of reduction rules to be used and the
desired strategy.

It should be stressed, however, that the main objective of Coq is not to provide for the
efficient execution of Gallina programs. Instead, it offers an extraction mechanism that can be
used to convert these to other (real) programs written in other programming languages (such as
OCAML or Haskell), which can then be compiled or interpreted to meet various performance

criteria.
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Definitions, Lemmas and Theorems

In the following sections we present a list of the main definitions, lemmas and theorems
of the main libraries included in the formalization. Each section corresponds to a different library,
and has two subsections in most of the cases: the first contains the key definitions of the library,

and the second the main lemmas that reason upon these definitions.

In the first subsection of each section, the definitions reproduce exactly the contents of

the corresponding source file. A brief paragraph explains what is being defined in each case.

In the second subsection of each section, each lemma entry includes the lemma or theorem
name, a brief description and its statement. The name is the same used in the formalization.
The description is a short paragraph about the purpose and use of the lemma/theorem. The
statement has been simplified from the version included in the formalization in order to ease
its understanding. This simplification consists mostly of dropping the notations used for lists
and disjoint unions, type annotations and mappings in general. For the details and also for the
corresponding proof scripts, please refer to the repository where the source code is available
(<https://github.com/mvmramos/v1>).

The libraries are presented in the same order as they are discussed in Chapter 6. For each
library, the lemmas and theorems are presented in the same order as they appear in the source

files. The auxiliary libraries “misc_arith”, “misc_list”, “cfg”, “cfl”, “trees” and “pigeon” are not

included here.

C.1 Library “union”

Closure of context-free languages under the union operation. The objective of this
library is to prove that the union of any two context-free languages is also a context-free
language. This result is expressed in the lemmas 1_uni_is_cfl, 1_uni_correct and

1l uni_correct_inv.


https://github.com/mvmramos/v1
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C.1.1 Definitions

» Type of the non-terminal symbols of the union grammar. It uses all the symbols of

both grammars, plus a new one (Start_uni):

Inductive g_uni_nt: Type:=
| Start_uni
| Transfl_uni_nt:non_terminal_1 — g uni_nt

| Transf2_uni_nt:non_terminal_2 — g_uni_nt.

= Rules of the union grammar:

Inductive g_uni_rules
(gl: cfgnon_terminal_1 terminal)
(g2: cfgnon_terminal_2 terminal): g_uni_nt — sfu —Prop:=
| Startl_uni:g_uni_rules gl g2
Start_uni [inl (Transfl_uni_nt (start_symbol gl))]
| Start2_uni:g_uni_rules gl g2
Start_uni [inl (Transf2_uni_nt (start_symbol g2))]
| Liftl uni:Vnt:non_terminal_ 1,
V s: list (non_terminal_1 + terminal),
rules gl nt s —
g_uni_rules gl g2 (Transfl_uni_nt nt)
(map g_uni_sf_1ift1l s)
| Lift2_uni:Vnt:non_terminal_2,
V s: list (non_terminal_2 +terminal),
rules g2 nt s —
g_uni_rules gl g2 (Transf2_uni_nt nt)

(map g_uni_sf 1ift2 s).

» Union grammar:

Definition g_uni
(gl: cfgnon_terminal_1 terminal)
(g2: cfgnon_terminal_2 terminal): (cfgg_uni_nt terminal):={l
start_symbol:=Start_uni;
rules:=g_uni_rules gl g2;
rules_finite:=g uni_finite gl g2

1}.

C.1.2 Lemmas

m g_uni_correct_left:

Every sentential form generated by grammar g; is also generated by grammar
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(g_uni g1 &2).
v 81,829,
generates g1 s —

generates (g_uni gy g2) s

m g_uni_correct_right:
Every sentential form generated by grammar g; is also generated by grammar
(g_uni g1 82).

v 81,82,9,
generates g, s — generates (g_uni g1 g2)

m g_uni_correct:
Unification of g_uni_correct_left and g_uni_correct_right.
V g1,82,51,52,
(generates g s — generates (g_uni g1 g2) s1 \
(generates gy sy — generates (g_uni g1 g2) $2)

m g_uni_correct_inv:
If (g_uni g\ g») generates sentential form s, then s is either the start symbol of
(g_uni g1 g») or a sentential form of g; or a sentential form of g;.
V81,825,
generates (g_uni gy g2) s —
(s = (start_symbol (g_uni g1 g2)))V
(3 s1,(s =s1) Agenerates g1 s1) V
(3 52, (s = 52) A generates g; s7)

m ]l uni_is_cfl:
The union of two context-free languages is a context-free language.
Vb,
cflly —
cfllh, —
cfl (I_unily Ip)

m 1_uni_correct:
If s belongs to /; or to [, then it must also belong to (I_uni [; 1»).
i ll,lz,s,
(selivsel) —se(l_unil )

m 1l uni_correct_inv:
If s belongs (I_uni [ I;) then it must belong to either /1 or /5.
v ll ; 127 S,
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se€(l_unily ) —
selivsel

C.2 Library “concatenation”

Closure of context-free languages under the concatenation operation. The objective of
this library is to prove that the concatenation of any two context-free languages is also a context-
free language. This result is expressed in the lemmas 1_cat_is_cfl, 1_cat_correct

and 1_cat_correct_inv.

C.2.1 Definitions

» Type of the non-terminal symbols of the concatenation grammar. It uses all the

symbols of both grammars, plus a new one (Start_cat):

Inductive g_cat_nt: Type:=
| Start_cat
| Transfl_cat_nt:non_terminal_1 —g_cat_nt

| Transf2_cat_nt:non_terminal_2 — g_cat_nt.

= Rules of the concatenation grammar:

Inductive g_cat_rules
(gl: cfgnon_terminal_1 terminal)
(g2: cfgnon_terminal_2 terminal): g_cat_nt — sfc — Prop =
| New_cat:g_cat_rules gl g2 Start_cat
([ inl (Transfl_cat_nt (start_symbol gl))]++
[inl (Transf2_cat_nt (start_symbol g2))])
| Liftl cat:Vnt s,
rules gl nt s —
g_cat_rules gl g2 (Transfl_cat_nt nt)
(map g_cat_sf_1liftl s)
| Lift2 cat:Vnt s,
rules g2 nt s —
g_cat_rules gl g2 (Transf2_cat_nt nt)
(map g_cat_sf_1ift2 s).

» Concatenation grammar:

Definition g_cat
(gl: cfgnon_terminal_1 terminal)
(g2: cfgnon_terminal_2 terminal): (cfgg_cat_nt terminal):={l

start_symbol:=Start_cat;
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rules:=g_cat_rules gl g2;
rules_finite:=g_cat_finitegl g2

1}.

C.2.2 Lemmas

m derives_add_cat_left:

Derivations in grammar g are preserved in grammar (g_cat g1 g2).

vg17g2vs7sl

derives g1 s s' — derives (g_cat g1 g2) s s’

derives_add_cat_right:
Derivations in grammar g; are preserved in grammar (g_cat g1 g2).
v 817827375/7

derives go s s' — derives (g_cat g1 g2) s §'

g_cat_correct_aux:

Derivations combine in the concatenation grammar.
V 81,82,511,512,521,522,

derives g1 s11 S12 Nderives gj s31 §23 —

derives (g_cat g1 g2) (s11-521) (s12-522)

g_cat_correct:

Sentential forms concatenate in the concatenation grammar.
Vg1,82,51,52,

generates g1 S| /\ generates g s> —

generates (g_cat g g2) (s1-52)

g_cat_correct_inv:

A sentential form of (g_cat g; g») must either be the the start symbol of the grammar
or a concatenation of a sentential form of g; and a sentential form of g,.

V81,825,

generates (g_cat g1 g2) s —

s = (start_symbol (g_cat g1 g2))V

351,52,

S =512/

generates g1 s1/\

generates g3 s>

1l cat_is_cfl:
The concatenation of two context-free languages is also a context-free language.
v L ’ 127
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cfll —
cfl by —
cfl (I_cat I} I)

1 _cat_correct:

If 51 and s, are, respectively, sentences of /; and /5, then sy - 57 is a sentence of
(I_cat I} Ip).

Vi,l,s1,s2,

(s1elinsy €)= (Lcatl) ) (s1-52)

1l cat_correct_inv:

Every sentence that belongs to (I_cat 1 l;) is the concatenation of a sentence of /;
with a sentence of /5.

Vi,h,s,

(I_cat ) I)) s —

351 82,

s=s1-S2As1€EliNsp €D

C.3 Library “closure”

Closure of context-free languages under the Kleene star operation. The objective of

this library is to prove that the Kleene star of any context-free language is also a context-free

language. This result is expressed in the lemmas 1_clo_is_cfl, 1_clo_correct and

1l _clo_correct_inv.

C.3.1 Definitions

» Type of the non-terminal symbols of the closure grammar. It uses all the symbols of

the original grammar, plus a new one (Start_clo):

Inductive g_clo_nt: Type :=
| Start_clo:g_clo_nt

| Transf_clo_nt :non_terminal — g_clo_nt.

= Rules of the closure grammar:

Inductive g_clo_rules
(g: cfgnon_terminal terminal):g_clo_nt — sfc — Prop :=
| Newl_clo:g_clo_rulesgStart_clo([inl Start_clo] ++
[inl (Transf_clo_nt (start_symbol g))])
| New2_clo:g_clo_rulesgStart_clo/]

| Lift clo:Vnt:non_terminal,
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V s: sf,
rules gnt s —
g_clo_rules g(Transf_clo_nt nt)

(mapg_clo_sf_1lift s).

s Closure grammar:

Definitiong_clo
(g: cfgnon_terminal terminal): (cfgg_clo_nt terminal):={l
start_symbol:=Start_clo;
rules:=g_clo_rules g;
rules_finite:=g_clo_finiteg

1}.

C.3.2 Lemmas

m derives_add_clo:
Every sentential form derived in g can also be derived in (/_clo g).
v &,51,52,

derives g s1 so — derives (g_clo g) s1 52

m g_clo_correct:
Correctness of (g_clo g).
Vg,s,s
generates (g_clo g) € N\
(generates (g_clo g) s' N generates g s — generates (g_clo g) (s'-s))

m g_clo_correct_inv:
Completeness of (g_clo g).
Vg,s,
generates (g_clo g) s —
(s=¢)V
(s = start_symbol (g_clo g))V

(3’5", generates (g_clo g) s' Ngenerates g s" Ns=5"-5")

m produces_split:
Qualifies the sentences produced by (g_clo g).
Vg,w,
produces (g_clo g) w —
w=£€V
dwi,wy,

produces (g_clo g) wi A
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produces g wy N\

W=wi W

m derives_g_clo_derives_g:
If 5 is a sentential form of g and (g_clo g) derives w from s, then s derives w also in g.
YV g,s,w,
derives (g_clo g) sw —
Vsg,
§=s5g—

derives g sg w

m g_clo_correct_inv_v2:
Sentences produced by (g_clo g) are the concatenation of sentences individually
derived by g.
vgw,
produces (g_clo g) w —
Iw,

(V s,In s w' — produces g s) A\w = flar w

ml clo_is_cfl:
The Kleene star (closure) of a context-free language is also a context-free language.
Vi,
cfll—
cfl (I_clol)

m 1l _clo_correct:
Correctness of (I_clo I).
Vi,
ee(l_clol)N
V 51,82,
s1 € (l_clol)—

s el —
(s1-52) € (I_clo)

m 1l clo_correct_inv:
Completeness of (I_clo I).
Vs,

(I_clol)s—
s=E€EV
351,82,

S=251-5AN
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s1€ (I_clol) N
sy €l

C.4 Library “emptyrules”

Elimination of empty rules in context-free grammars, while preserving the language
generated. The objective of this library is to prove that every context-free grammar generates a
language that can also be generated by an equivalent grammar which is (i) completely free of
empty rules if the language does not contain the empty string, or (ii) has only one empty rule
(with the start symbol in the left-hand side) if the language contains the empty string. Also, the
start symbol of the new grammar does not appear in the right-hand side of any rule. This result

is expressed in lemma g_emp’ _correct.

C.4.1 Definitions

» Type of the non-terminal symbols of the new grammar, free of empty rules. It uses

all the symbols of the original grammar, plus a new one (New_ss):

Inductive non_terminal’: Type:=
| Lift_nt:non_terminal — non_terminal’

| New_ss.

= Rules of the new grammar, totally free of empty rules:

Inductive g_emp_rules

(g: cfg__): non_terminal’ — sf’ = Prop :=

| Lift_direct:
V left:non_terminal,
V right: sf,
right #[] > rules g left right —
g_emp_rules g (Lift_nt left) (map symbol_lift right)

| Lift_indirect:
V left:non_terminal,
V right: sf,
g_emp_rules g (Lift_nt left) (map symbol_lift right)—
V sl s2:sf,
V s: non_terminal,
right =sl ++(inl s):s2 —
empty g (inl s) —
sl ++s2 #£[]—
g_emp_rules g (Lift_nt left) (map symbol_lift (sl ++s2))

| Lift_start_emp:
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g_emp_rules gNew_ss [inl (Lift_nt (start_symbol g))].

s New grammar, totally free of empty rules:

Definition g_emp (g: cfgnon_terminal terminal):
cfgnon_terminal’ terminal :={|

start_symbol:=New_ss;

rules:=g_emp_rules g;

rules_finitei=g emp_finiteg

}.

= Rules of the final grammar, may contain a single empty rule. Based on the rules

defined in g_emp_rules:

Inductive g_emp’_rules (g:cfg_ _):
non_terminal’ non_terminal — sf’ — Prop :=
| Lift_all:
V left:non_terminal’ _,
V right: sf’,
rules (g_emp g) left right —
g_emp’_rules g left right
| Lift_empty:
empty g (inl (start_symbol g)) —
g_emp’_rules g (start_symbol (g_emp q)) [].

» Final grammar, may contain a single empty rule:

Definitiong_emp’ (g: cfgnon_terminal terminal):
cfg(non_terminal’ _)terminal :={l

start_symbol:=New_ss _;

rules:=g_emp’_rules g;

rules_finite:=g_emp _finiteg

1}.

C4.2 Lemmas

m start_symbol_not_in_rhs_g_emp:
The start symbol does not appear in the right-hand side of any rule in (g_emp g).
Vg,
start_symbol_not_in_rhs (g_emp g)

m g_emp_not_derives_empty:

The empty string can not be derived in grammar (g_emp g).
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vgn,
— derives (g_emp g) n €

m g_emp_has_no_empty_rules:
Grammar (g_emp g) contains no empty rules.
Vg,
has_no_empty_rules (g_emp g)

m in_left_not_empty:
The non-terminal symbol in the left-hand side of any rule of (g_emp g) does not
generate the empty string.
Y g,x,right,
rules (g_emp g) x right — — empty (g_emp g) x

m in_right_not_empty:
No symbol that appears in the right-hand side of any rule of (g_emp g) generates the
empty string.
Y g,x,n,right,
rules (g_emp g) x right — In n right — — empty (g_emp g) n

m rules_g_emp_g:
A rule of (g_emp g) is either a rule of g or its right-hand side can be derived from the
left-hand side in g.
Y g,left, right,
rules (g_emp g) left right —
rules g left right \/ derives g left right

m derives_g_emp_g:
Every sentential form that can be derived in (g_emp g) can also be derived in g.
Vegn,s,

derives (g_emp g) ns — derives gn's

m rules_g_g_emp:
Every non-empty rule of g is also a rule of (g_emp g).
YV g,left,right,
right # € —
rules g left right —
rules (g_emp g) left right

m derives_g_g_ emp:
Every non-empty string derivable in g can also be derived in (g_emp g).

vg?”?‘g?
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SFE—

derives g n s — derives (g_emp g) n's

g_emp_correct:

Every context-free grammar is in relation to another one such that they generate the
same language (except for the empty string) and the latter has no empty rules and its
start symbol does not appear in the right-hand side of any rule.

Vg,

g_equiv_without_empty (g_emp g) g\

has_no_empty_rules (g_emp g) N

start_symbol_not_in_rhs (g_emp g)

start_symbol_not_in_rhs_g emp’:

The start symbol does not appear in the right-hand side of any rule in (g_emp’ g).
Vg,

start_symbol_not_in_rhs (g_emp' g)

derives_g_emp’_or:

A sentence that is derived from the start symbol of (g_emp’ g) is either empty or can
also be derived in the same grammar from the start symbol of (g_emp g).

Vg,s,

derives (g_emp' g) (start_symbol (g_emp' g)) s —

sS=€EV

derives (g_emp' g) (start_symbol (g_emp g)) s

derives_g_emp’_empty:

If (g_emp’ g) derives the empty string, then (g_emp’ g) has the empty rule.
Vg,

derives (g_emp' g) (start_symbol (g_emp' g)) € —

rules (g_emp' g) (start_symbol (g_emp' g)) €

g_emp_equiv_g_emp’:

Every non-empty sentence that can be derived in (g_emp’ g) can also be derived in
(g_emp g). Every sentence that can be derived in (g_emp g) can also be derived in
(g_emp' g).

Vg,s,

(s#€—

derives (g_emp' g) (start_symbol (g_emp' g)) s —

derives (g_emp g) (start_symbol (g_emp g)) s)

N

(derives (g_emp g) (start_symbol (g_emp g)) s —

derives (g_emp' g) (start_symbol (g_emp’ g)) s)
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m g_emp’_has_one_empty_rule:
If g generates the empty string, then (g_emp’ g) has one empty rule.
Ve,
generates_empty g — has_one_empty_rule (g_emp’ g)

m g_emp’_has_no_empty_rules:
If g does not generate the empty string, then (g_emp’ g) has no empty rules.
Vg,
— generates_empty g — has_no_empty_rules (g_emp’ g)

m g_emp’_correct:
Every context-free grammar is in relation to another one such that they generate the
same language and the latter has at most one empty rule and its start symbol does not
appear in the right-hand side of any rule.
Vg,
g_equiv (g_emp' g) g
(produces_empty g — has_one_empty_rule (g_emp' g)) A
(=produces_empty g — has_no_empty_rules (g_emp’ g)) A
start_symbol_not_in_rhs (g_emp' g)

m no_empty_rules_no_empty:
A grammar without empty rules cannot derive the empty string.
Ve,
has_no_empty_rules g —
— derives g (start_symbol g) €

C.5 Library “unitrules”

Elimination of unit rules in context-free grammars, while preserving the language gen-
erated. The objective of this library is to prove that every context-free grammar generates a
language that can also be generated by an equivalent grammar which is completely free of unit

rules. This result is expressed in lemma g_unit_correct.

C.5.1 Definitions

= Two non-terminal symbols a and b are in a unit relation in grammar g if a :g b:

Inductive unit

(g: cfgnon_terminal terminal)

(a: non_terminal): non_terminal — Prop:=
| unit_rule:V(b:non_terminal),

rulesgalinl b] -unitgab
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| unit_trans:Vbc:non_terminal,
unitgab —
unitgbc—

unit ga c.

= Rules of the new grammar, free of unit rules:

Inductive g_unit_rules (g:cfg_ _):
non_terminal — sf — Prop :=
| Lift_direct’:
V left:non_terminal,
V right: sf,
(V r: non_terminal,
right #[inl r]) - rules g left right —
g_unit_rules gleft right
| Lift_indirect’:
V ab: non_terminal,
unitgab —
V right: sf,
rules gb right =
(V c: non_terminal,
right #[inl c]) —

g_unit_rules ga right.

s New grammar, free of unit rules:

Definitiong_unit (g:cfg__):cfg_ _:={l
start_symbol:=start_symbol g;
rules:=g_unit_rulesg;

rules_finite:=g unit_finiteg

1}.

C.5.2 Lemmas

m unit_exists:
If non-terminal symbols a and b have a unit relation in g (that is, if a :>g b), then a
is the left-hand side of some rule in g.
YV g,a,b,
unit ga b —

Jc,rulesgac

m unit _not_ unit:

There are no non-terminal symbols that have a unit relation in (g_unit g).
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vg7a’b7
— unit (g_unit g) ab

m unit_derives:
If two non-terminal symbols a and b have a unit relation in g, then a derives b in g.
v 8,4, ba
unit ga b —

derives g a b

m rules_g_unit_g:
A rule of (g_unit g) is either a rule of g or its left-hand side derives its right-hand
side in g.
YV g,left,right,
rules (g_unit g) left right —
rules g left right \/ derives g left right

m rules_g unit_g’:
A variant of rules_g_unit_g. A rule of (g_unit g) is either a rule of g or its
left-hand side has a unit relation with another non-terminal symbol, which in turn is
the left-hand side of a rule of g whose right-hand side is the right-hand side of the
rule in (g_unit g).
YV g,left,right,
rules (g_unit g) left right —
rules g left right \V
Aleft’ ,unit g left left’ Nrules g left’ right

m rules_g_unit_not_unit:
Grammar (g_unit g) is free of unit rules.
YV g,left,right,

(rules (g_unit g) left right) —
(= I n,right =n)

m generates_g_unit_g:
Every sentential form derived by (g_unit g) can also be derived by g.
vg,s,

generates (g_unit g) s — generates g s

m rules_g_g_unit:
Every non-unit rule of g is also a rule of (g_unit g).
YV g,left,right,
rules g left right —
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(V n,right #n) —
rules (g_unit g) left right

derives_g_g_unit:
Every sentence that is derived in g can also be derived in (g_unit g).
v g? s7 n?

derives g n s — derives (g_unit g) n s

g_equiv_unit:

Grammars g and (g_unit g) generate exactly the same set of sentences.
Vg,

g_equiv (g_unit g) g

g_unit_has_no_unit_rules:

A variant of rules_g_unit_not_unit. Grammar (g_unit g) is free of unit
rules.

Vg,

has_no_unit_rules (g_unit g)

g_unit_correct:

Every context-free grammar g is in relation with another grammar (g_unit g) which
generates the same language and is free of unit rules.

Ve,

g_equiv (g_unit g) g\

has_no_unit_rules (g_unit g)

C.6 Library “useless”

Elimination of useless symbols in context-free grammars, while preserving the language

generated. The objective of this library is to prove that every context-free grammar generates

a language that can also be generated by an equivalent grammar which is completely free of

useless symbols. This result is expressed in lemma g_use_correct.

C.6.1 Definitions

= A symbol s (terminal ou non-terminal) is useful in grammar g if s =, w, where w

consists only of terminal symbols:

Definition useful
(g: cfg__)(s: non_terminal + terminal): Prop:=
match s with

| inr t = True
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| inl n= ds:sentence,derives g[inl n] (map term_1lift s)

end.

» Rules of the new grammar, free of useless symbols:

Inductive g_use_rules (g:cfg_ _):
non_terminal — sf -+ Prop :=

| Lift_use:Vleft:non_terminal,
V right: sf,
rules g left right —
useful g(inl left) —
useful_sf gright —
g_use_rules gleft right.

s New grammar, free of useless symbols:

Definitiong_use(g:cfg_ _):cfg_ _:={l
start_symbol:=start_symbol g;
rules:=g_use_rules g;

rules_finite:=g use_finiteg

1}.

C.6.2 Lemmas

m useful_exists:
If a symbol is useful in g (that is, if a word consisting only of terminal symbols can
be derived from this symbol in g), then there must exist a rule in g with this symbol
in either the left- or right-hand side.
Vg,n,
useful gn —
dleft,right,
rules g left right N (n=leftV In n right)

m use_step:
If every symbol in the right-hand side of a rule is useful, so is the non-terminal
symbol in the left-hand side of the same rule.
YV g,left,right,
rules g left right —
(V' s,In s right — useful g s) —
useful g left

m useful_g_g_use:

If a symbol is useful in g it is also useful in (g_use g).
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Vgn,
useful gn — useful (g_use g)n

useful_g_use:

Every symbol of (g_use g) is useful.

YV g,n,

appears (g_use g) n — useful (g_use g) n

produces_g_use_Jg:

Every sentence derived by (g_use g) can also be derived in g.
Vg,s,

produces (g_use g) s — produces g s

produces_g_g_use:

Every sentence derived by g can also be derived in (g_use g).
Vg,s,

produces g s — produces (g_use g) s

g_equiv_use:

If the language generated by grammar g contains at least one sentence, then (g_use g)
and g generate exactly the same language.

Ve,

non_empty g — g_equiv (g_use g) g

g_use_correct:

If the language generated by grammar g contains at least one sentence, then (g_use g)
and g generate exactly the same language and (g_use g) is free of useless symbols.
Vg,

non_empty g —

g_equiv (g_use g) g

has_no_useless_symbols (g_use g)

C.7 Library “inaccessible”

Elimination of inaccessible symbols in context-free grammars, while preserving the

language generated. The objective of this library is to prove that every context-free grammar

generates a language that can also be generated by an equivalent grammar which is completely

free of inaccessible. This result is expressed in lemma g_acc_correct.
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C.7.1 Definitions

= A symbol s (terminal or non-terminal) is accessible in grammar g if S = asf3, where
S is the start symbol of g and o and B are any strings of terminal and non-terminal

symbols.

Definition accessible
(g: cfg__)(s: non_terminal + terminal): Prop:=

d sl s2:sf,derives g[inl (start_symbol g)] (sl++s::s2).

= Rules of the new grammar, free of inaccessible symbols:

Inductive g_acc_rules (g:cfg_ _):
non_terminal — sf - Prop:=
| Lift_acc:Vleft:non_terminal,
V right: sf,
rules g left right —» accessible g(inl left) —
g_acc_rules gleft right.

s New grammar, free of inaccessible symbols:
Definitiong_acc(g:cfg_ _):cfg_ _ :={l
start_symbol:=start_symbol g;
rules:=g_acc_rules g;
rules_finite:=g_acc_finiteg

1}.

C.7.2 Lemmas

Elimination of inaccessible symbols in context-free grammars, while preserving the
language generated. The objective of this library is to prove that every context-free grammar
generates a language that can also be generated by an equivalent grammar which is completely

free of inaccessible symbols. This result is expressed in lemma g_acc_correct.

m accessible_g_g_acc:
If a symbol is accessible in g (that is, it is part of a sentential form derived from the
start synbol of g), then it is also accessible in (g_acc g).
Vg,s,

accessible g s — accessible (g_acc g) s

m produces_g_acc_Jg:
Every sentence produced by (g_acc g) is also produced by g.
Vg,s,
produces (g_acc g) s — produces g s
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m aCC_step:
If the left-hand side of a rule of g is accessible, the all the symbols in the right-hand
side of the same rule are also accessible.
Y g,n,right,
accessible g n — rules g n right —
Vs,
In s right — accessible g s

m produces_g_g_acc:
Every sentence produced by g is also produced by (g_acc g).
Vg,s,
produces g s — produces (g_acc g) s

m g_equiv_acc:
Grammars g and (g_acc g) generate exactly the same language.
Vg,
g_equiv (g_acc g) g

m g_acc_has_no_inaccessible_symbols:
Grammar (g_acc g) is free of inaccessible symbols.
Ve,

has_no_inaccessible_symbols (g_acc g)

m J_acc_correct:
Every context-free grammar is in relation to another grammar that generates the same
language and is free of inaccessible symbols.
Vg,

g_equiv (g_acc g) g\
has_no_inaccessible_symbols (g_acc g)

C.8 Library “simplification”

Unification of the individual grammar simplification strategies of the libraries “emp-
tyrules”, “unitrules”, “useless” and “inaccessible” presented before. The final objective is to
prove that every context-free grammar that generates a non-empty language is also generated by
an equivalent grammar which is simultaneously free of empty rules, unit rules, useless symbols
and inaccessible symbols. In the case that the original grammar generates the empty string,
then a single empty rule is allowed in the new grammar. Also, the start symbol of the new
grammar does not appear in the right-hand side of any rule. This final result is expressed in

lemma g_simpl_ex_vl.
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C.8.1 Lemmas

m no_useless_symbols:
Every context-free grammar that generates a non-empty language is also generated
by a grammar which is free of useless symbols.
Ve,
non_empty g —
3¢,
g_equivg gN
has_no_useless_symbols g

m No_1inaccessible_symbols:
Every context-free grammar generates a language that is also generated by a grammar
which is free of useless symbols.
v,
3¢,
g_equiv g gN
has_no_inaccessible_symbols g’

m no_unit_rules:
Every context-free grammar generates a language that is also generated by a grammar
which is free of unit rules.
Vg,
3¢,
g_equivg gN
has_no_unit_rules g’

m No_empty_rules:
Every context-free grammar generates a language that is also generated by a grammar
which is free of empty rules. If the language contains the empty string, then one
single empty rule is allowed in the new grammar. Also, the start symbol of the new
grammar does not appear in the right-hand side of any rule.
Vg,
3¢,
g_equivg gN
(generates_empty g — has_one_empty_rule g') N\
(— generates_empty g — has_no_empty_rules g') N

start_symbol_not_in_rhs g’

m J_acCcC_preserves_use:

If a symbol is useful and accessible in a grammar g, then it is also useful in grammar
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g_acc g (the equivalent grammar which is free of inaccessible symbols).
vg.s,

useful g s —

accessible g s —

useful (g_acc g) s

acc_appears:
In a grammar g that generates a non-empty language, an accessible symbol must
appear either in the left- or right-hand side of some rule.

YV g,n,

use ful g (start_symbol g) —

accessible g n —

appears g n

in_g_use_acc_is_use:

In a grammar g that generates a non-empty language, if a symbol remains accesible
after all useless symbols have have eliminated, then this symbol is also useful.

Y g,n,

useful g (start_symbol g) —

accessible (g_use g) n —

useful (g_use g)n

no_useless_no_inaccessible_symbols_vl:

In a grammar g that generates a non-empty language, the elimination of useless
symbols followed by the elimination of inaccessible symbols leads toa grammar that
generates the same language and is free of inaccessible and useless symbols.

Vg,

non_empty g —

g_equiv (g_acc (g_use g)) g\

has_no_inaccessible_symbols (g_acc (g_use g)) A

has_no_useless_symbols (g_acc (g_use g))

no_useless_no_inaccessible_symbols_v2:

A variant of no_useless_no_inaccessible_symbols_v1. Every context-
free grammar generates a language that can also be generated by a gramar which is
free of inaccessible and useless symbols.

Ve,

non_empty g —

3¢,

g_equivg gN
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has_no_inaccessible_symbols g' N\

has_no_useless_symbols g

m New_ss_not_in unit vl:
In a grammar where all empty rules have been eliminated, no symbol is in unit
relation with the start symbol of the grammar.
Y g,n,
— unit(g_emp’ g) n (start_symbol (g_emp' g))

m New_ss_not_in unit_ v2:
A variant of New_ss_not_in_unit_v1. If a symbol n is in a unit relation with
symbol n, in a grammar which is free of empty rules, then n, cannot be the start
symbol of the grammar.
V g,ni1,nz,
unit (g_emp' g) ny no — ny # (start_symbol (g_emp' g))

m g_unit_preserves_one_empty_rule:
If grammar g has a single empty rule, so does the grammar which is free of unit rules
(g_unit g).
Vg,n,ny,
unit g ny np — ny # (start_symbol g) —
has_one_empty_rule g —

has_one_empty_rule (g_unit g)

m g_unit_preserves_no_empty_rules:
If grammar g has no empty rules, so does the grammar which is free of unit rules
(g_unit g).
Vg,
has_no_empty_rules g —

has_no_empty_rules (g_unit g)

m no_empty_no_unit_rules_vl:
The elimination of empty rules, followed by the elimination of unit rules leads to a
new grammar which is equivalent to the original one. Also, the new grammar will
have a single empty rule or no empty rules at all, depending on whether the language
contains the empty string or not. The new grammar is free of unit rules as well.
Ve,
g_equiv (g_unit (g_emp’ g)) g A\
(generates_empty g — has_one_empty_rule (g_unit (g_emp’ g))) A
(— generates_empty g — has_no_empty_rules (g_unit (g_emp’ g))) A

has_no_unit_rules (g_unit (g_emp' g))
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m no_empty_no_unit_rules_v2:

A variant of no_empty_no_unit_rules_v1l. The elimination of empty rules
(despite the fact that the language might contain the empty string) followed by the
elimination of unit rules leads to a new grammar which generates the same language
as the original grammar (except for the empty string) and is free of empty and unit
rules.

Vg,

g_equiv_without_empty (g_unit (g_emp g)) g\

has_no_empty_rules (g_unit (g_emp g)) \

has_no_unit_rules (g_unit (g_emp g))

no_empty_no_unit_rules_v3:

A variant of no_empty_no_unit_rules_v2. Every context-free grammar gen-
erates a languaga that can be generated by a grammar which is free of empty and unit
rules. In the case that the language contains the empty string, the new grammar will
have a single empty rule.

Vg,

Jg,

g_equiv g gN

(generates_empty g — has_one_empty_rule g') \

(— generates_empty g — has_no_empty_rules g') N

has_no_unit_rules g’

g_acc_g_use_preserves_rules:

In a grammar where the useless and inaccessible symbols have been eliminated, the
remaining rules area also rules of the original grammar.

YV g, left,right,

rules (g_acc (g_use g)) left right — rules g left right

g_acc_g_use_preserves_empty_rule:

If a grammar has an empty rule with the start symbol in the left-hand side, so does
the equivalent grammar which is free of useless and inaccessible symbols.

Vg,

rules g (start_symbol g) € —

rules (g_acc (g_use g)) (start_symbol (g_acc (g_use g))) €

g_emp_preserves_non_empty:

If a grammar generates a language that contains a sentence other than the empty
string, then the language generated by (g_emp g) is non-empty.

Vg,
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(3s, produces g s\s #€) —
non_empty (g_emp 8 )

m g_emp’_preserves_non_empty:
If a grammar generates a language that contains at least one sentence, then the
language generated by (g_emp’ g) also contains at least one sentence.
Vg,
non_empty g —
non_empty (g_emp' g)

m g_unit_preserves_non_empty:
If a grammar generates a non-empty language, so does the grammar that is equivalent
to this one and is free of unit rules.
Vg,
non_empty g —
non_empty (g_unit g)

m g_unit_preserves_start:
If a grammar generates does not have the start symbol in the right-hand side of any
rule, so does the grammar that is equivalent to this one and is free of unit rules.
Vg,
start_symbol_not_in_rhs g —

start_symbol_not_in_rhs (g_unit g)

m J_use_preserves_start:
If a grammar generates does not have the start symbol in the right-hand side of any
rule, so does the grammar that is equivalent to this one and is free of useless symbols.
Vg,
start_symbol_not_in_rhs g —

start_symbol_not_in_rhs (g_use g)

m J_acc_preserves_start:
If a grammar generates does not have the start symbol in the right-hand side of any
rule, so does the grammar that is equivalent to this one and is free of inaccessible
symbols.
Vg,
start_symbol_not_in_rhs g —

start_symbol_not_in_rhs (g_acc g)

m g _simpl_ex_vl:
Every context-free grammar that generates a non-empty language can also be gen-

erated by an equivalent grammar that is simultaneously free of useless symbols,



284 APPENDIX C. DEFINITIONS, LEMMAS AND THEOREMS

inaccessible symbols, empty rules and unit rules. In the case that the language con-
tains the empty string, then a single empty rule is admitted. Finally, the start symbol
of the new grammar does appear not in the right-hand side of any rule.

Ve,

non_empty g —

Jg,

g_equiv g gN

has_no_inaccessible_symbols g' N

has_no_useless_symbols g’ \

(produces_empty g —

has_one_empty_rule g') \

(= produces_empty g — has_no_empty_rules g') \

has_no_unit_rules g’ \

start_symbol_not_in_rhs g'

m g_simpl_ex_v2:
A variant of g_simpl_ex_v1. If a grammar generates a language that contains
at least one non-empty string, then this language (except for the empty string) can
also be generated by a new grammar which is simultaneously free of inaccessible
symbols, useless symbols, empty rules and unit rules. Also, the start symbol of the
new grammar does not appear in the right-hand side of any rule.
Vs,
(3 s,produces g sN\s # €) —
3¢,
g_equiv_without_empty g' g\
has_no_inaccessible_symbols g' N\
has_no_useless_symbols g’ \
has_no_empty_rules g' N\
has_no_unit_rules g’ \

start_symbol_not_in_rhs g’

C.9 Library “chomsky”

Normalization of context-free grammars with respect to the Chomsky Normal Form. The
final objective of this library is to prove that every context-free grammar generates a language
that can also be generated by an equivalente grammar which is in the Chomsky Normal Form
(with a special empty rule in the case that the language contains the empty string). Also, the start
symbol of the CNF grammar does not appear in the right-hand side of any rule. This result is

expressed in lemma g_cnf_ex.
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C.9.1 Definitions

= Arule N — 3 such that 8 consists of a single terminal symbol or two non-terminal

symbols:

Definition is_cnf_rule (left:non_terminal) (right: sf): Prop:=
(d s1s2:non_terminal, right =[inl sl;inl s2])V
(3 t: terminal, right =[inr t]).

» A CNF grammar is a grammar whose rules satisfy is_cnf_rule:

Definition is_cnf (g: cfgnon_terminal terminal): Prop:=
V left:non_terminal,

YV right: sf,

rules gleft right =+ is_cnf_rule left right.

s A CNF grammar with a single empty rule:

Definitionis_cnf_with_empty_rule
(g: cfgnon_terminal terminal): Prop:=
V left:non_terminal,

V right: sf,

rules g left right =

(left =(start_symbol g) Aright =[]) V
is_cnf_rule left right.

» The type of the non-terminal symbols of a CNF grammar. It states that any string of
terminal and/or non-terminal symbols can be used to characterize a new non-terminal

symbol:

Inductive non_terminal’: Type:=

| Lift _r:sf — non_terminal’.

» The rules of a CNF grammar (without the empty rule):

Inductive g_cnf_rules (g:cfgnon_terminal terminal):
non_terminal’ — sf’ — Prop:=
| Lift_cnf t:Vt:terminal,
V left:non_terminal,
V sl s2: sf,
rules g left (sl++[inr t]++s2) —
g_cnf_rulesg(Lift_r [inr t]) [inr t]
| Lift cnf 1:Vleft:non_terminal,
V t: terminal,

rules g left [inr t] —
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g_cnf_rulesg(Lift_r[inl left])[inr t]
| Lift_cnf 2:Vleft:non_terminal,
YV s1 s2: symbol,
V beta: sf,
rules gleft (sl::s2: beta)—
g_cnf_rulesg(Lift_r[inl left])
[inl (Lift_r [s1]);
inl (Lift_r (s2 ::beta))]
| Lift cnf 3:Vleft: sf,
YV sl s2 s3: symbol,
g_cnf_rulesg(Lift_r left)[inl (Lift_r [s1]);
inl (Lift_r(s2:s3: beta))] —
g_cnf_rules g (Lift_r(s2: s3:beta))
[inl (Lift_r[s2]);inl (Lift_r (s3 : beta))].

s New CNF grammar (without the empty rule):

Definition g_cnf (g: cfgnon_terminal terminal):
cfgnon_terminal’ terminal := {|
start_symbol:=Lift_r [inl (start_symbol g)l;
rules:=g_cnf_rulesg;
rules_finite:=g_cnf_finiteg

1}.

» The rules of a CNF grammar (with a single empty rule and based in g_cnf_rules):

Inductive g_cnf’_rules
(g: cfgnon_terminal terminal): non_terminal’ — sf’ — Prop:=
| Lift_cnf’_all:
V left:non_terminal’,
V right:sf’,
g_cnf_rules gleft right —
g_cnf’_rules gleft right
| Lift_cnf’ new:

g_cnf’_rules g(start_symbol (g_cnf g))[].

s New CNF grammar (with a single empty rule):

Definitiong_cnf’

(g: cfgnon_terminal terminal):
cfgnon_terminal’ terminal:= {l

start_symbol:=start_symbol (g_cnf g);

rules:=g_cnf’_rules g;

rules_finite:=g_cnf’_finiteg



C.9. LIBRARY “CHOMSKY” 287

C.9.2 Lemmas

m rules_g cnf_to_rules_g_right:
From the right-hand side of a rule of (g_cnf g) it is possible to assert the existence of
arule of g.
Y g,righta,ny,na,s1,s2,
g_cenf_rules g ny (np - (Lift_r (sy-s2-righty))) —
dleft,right,
rules g left (righty - sy - 53 - right;)

m rules_g_cnf_to_rules_g_ left:
From the left-hand side of a rule of (g_cnf g) it is possible to assert the existence of
arule of g.
V g,51,52,
g_cnf_rules g (Lift_rsy) so —
(Ft,s1 =t ANTleft,sy,s0,rules g left (sy-t-53))V
(In,s1 =nAIright,rules g n right)V
(3 left,right,s3,sq,rules g left right \right = s3-51-54)

m derives_g_cnf_g:
A sentence derived by (g_cnf g) is also derived by g.
Vg,s,
derives (g_cnf g) (start_symbol (g_cnf g)) s —
derives g (start_symbol g) s

m rules_g _derives_g_cnf:
The right-hand side of a rule of a grammar g is derivable from the corresponding
left-hand side in (g_cnf g).
V g, left, right,
has_no_unit_rules g —
right # € —
rules g left right —
derives (g_cnf g) (Lift_r left) right

m derives_g_g_cnf_vl:
If a grammar g derives sentence s, then s must be derivable in (g_cnf g).
Vg,s,
has_no_unit_rules g —

has_no_empty_rules g —
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derives g (start_symbol g) s —
derives (g_cnf g) (start_symbol (g_cnf g)) s

derives_g_g_cnf_v2:

A variant of derives_g_g_cnf_vl in the case that g contains empty rules.
Vg,s,

has_no_unit_rules g —

has_one_empty_rule g —

SFEE—

start_symbol_not_in_rhs g —

derives g (start_symbol g) s —

derives (g_cnf g) (start_symbol (g_cnf g)) s

g_cnf_preserves_start:

If the start symbol of g does not appear in the right-hand side of any rule of g, then it
also does not appear in the right-hand side of any rule of (g_cnf g).

Vg,

start_symbol_not_in_rhs g —

start_symbol_not_in_rhs (g_cnf g)

g_cnf’_preserves_start:

If the start symbol of g does not appear in the right-hand side of any rule of g, then it
also does not appear in the right-hand side of any rule of (g_cnf’ g).

v,

start_symbol_not_in_rhs g —

start_symbol_not_in_rhs (g_cnf' g)

g_cnf_correct_vl:

Correctness of (g_cnf g) in the case that g does not contain empty rules.
Vg,

has_no_unit_rules g /\

has_no_empty_rules g \

start_symbol_not_in_rhs g —

is_cnf (g_cenf g) N

g_equiv_without_empty (g_cnf g) g A

start_symbol_not_in_rhs (g_cnf g)

g_cnf_correct_v2:
Correctness of (g_cnf g) in the case that g has an empty rule.
v,

has_no_unit_rules g /\
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has_one_empty_rule g /\
start_symbol_not_in_rhs g —

is_cnf (g_enf g) A
g_equiv_without_empty (g_cnf g) g\
start_symbol_not_in_rhs (g_cnf g)

m g_cnf’_correct:
Correctness of g_cnf’.
Vg,
has_no_unit_rules g /\
has_no_empty_rules g \
start_symbol_not_in_rhs g —
is_cnf_with_empty_rule (g_cnf’ g) A
g_equiv_without_empty (g_cnf’ g)g\
start_symbol_not_in_rhs (g_cnf’ g)

m g_cnf_ex:
Asserts the existence of a CNF gramar that is equivalent to the original grammar.
Also, that the CNF does not contain the start symbol in the right-hand side of any
rule.
Vg 3g,

g_equivg gN(is_cnf ¢ Vis_cnf_with_empty_rule g') \start_symbol_not_in_rhs g’

C.10 Library “pumping”

Pumping Lemma for context-free languages. The objective of this library is to prove the

Pumping Lemma for context-free languages, a result that is expressed in pumping_lemma.

C.10.1 Lemmas

® pumping_aux:
If a binary tree that represents a derivation in a CNF grammar has a subtree with
the same root as the main tree, then the pumping of an internal subtree generates
a corresponding pumped frontier and internal path. This lemma is auxiliary in the
proof of the pumping_1lemma presented next.
YV g,t1,tr,n,C1,C2, VX,
btree_decompose t| ¢y = Some (v,tp,x) —
btree_cnf gt —
broottj =n—
becode t (c1-¢3) —
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c| #£E€—

broot t =n —

bcode tr ¢y —

(Vi,3r,

btree_cnf gt' N

broott' =n A

btree_decompose t' ¢! = Some (V',t2,x') N
bcode t' (¢} -ca) A

get_nt_btree c’i ' = Some n)

s pumping_lemma:
Pumping Lemma for Context-Free Languages (uses n = 2%).
Vi,
cfll—
dn,Vs,
sel—
|s| >n—

J uvwxy,
S=Uu-v-w-x-yN
v-x| > 1A

u-y| = 1A
v-w-x| <nA

Viu-vi-w-xi-yel

m pumping_lemma_v2:
A variant of pumping_lemma that uses n = 2¥~! + 1 instead of n = 2¥.
Vi,
cfll —
dn,Vs,
sel—
|s| >n—

J uvwxy,
S=U-v-w-x-yN\
v-x| > 1A

v-w-x| < (n—1)%2A

Viu-v-w-x-yel
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